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Abstract

Many resource-poor countries lack the capacity to accurately track vital registration data, such as cause of death, which are crucial inputs to health and development decision making. Verbal autopsy provides a means to ascertain cause of death in the poorest countries through the means of a standard questionnaire, but because doctors are scarce and their time is better spent treating the ill, methods of classifying deaths based on questionnaire input have become increasingly important. In this paper we present preliminary work on the use of machine learning algorithms to classify cause of death in developing countries.

Introduction

Recent health sector reforms and large-scale health and development efforts such as the establishment of the Millennium Development Goals (UN 2006) and the Grand Challenges for Global Health (Varmus et al. 2003) have helped to reinforce the need for evidence-based global health priorities. Accurate health metrics and improved statistics can provide crucial decision-making inputs that enable more efficient allocation of scarce financial resources towards the most pressing health needs (Murray and Frenk 2008). Mortality statistics are a widely-used resource for setting spending priorities, but out of 192 countries worldwide, only 23 have high-quality death registration data, and 75 have no cause-specific mortality fraction information at all (King and Lu 2008). Because most of the countries without complete vital registration systems are among the poorest, those countries that would most benefit from an accurate reporting of deaths are often among those with the least reliable data.

Verbal autopsies (VA) provide a way to diagnose cause of death in those countries without complete vital registration systems and those for which many deaths occur outside of the healthcare system (Anker et al. 1999), (WHO 2007). VA uses standard questionnaires and trained interviewers to try to elicit signs, symptoms, and other information relevant to the diagnosis of a disease from the primary caregiver or next-of-kin of a recently deceased person. The method is based upon the assumption that deaths are associated with features which can be recalled during an interview and later used to distinguish among unique causes of death. Traditionally, the interview responses are reviewed by a physician or team of physicians to ascertain the likely cause of death, but recent work has explored the use of expert algorithms and data-driven methods such as statistical models and machine learning algorithms (King and Lu 2008), (Murray et al. 2007) due to the scarcity of doctors in some countries and the premium on using doctors' available time for treatment rather than the assignment of causes of death for deceased persons. Although the various VA methods do not predict causes of deaths with vague symptoms as accurately as laboratory diagnostics can, verbal autopsy can predict causes of death with distinct symptoms with some degree of accuracy (WHO 2007). For some areas of the world verbal autopsies provide the only information about mortality currently available. Provided they can match or improve upon the accuracy of physician-coded VA and expert algorithms, data-driven methods should be used because they require less time from doctors or medical experts, and may provide valid reproducible results for the diagnosis of some causes.

Problem Formulation

Verbal autopsy diagnosis is a semi-supervised learning problem in which the responses to the questions in the questionnaire form binary, categorical, and continuous attributes and the disease classification is the categorical response. Disease classification categories typically number above 30 and may be as many as 150. The “true” labels for the response are the actual disease classification for a verbal autopsy case and come from select studies with “gold standard” diagnoses for which the evidence corroborating the diagnosis meets a compelling standard.
However, because the gold standard labels often come from studies atypical locations within a country which possess monitoring and data collection capacity, or from hospital populations in a country, a question exists as to whether the sample of cases in a data set with gold standard diagnoses is representative of the larger population within a country.

The goal of verbal autopsy diagnosis, to build a classifier which is not overly attuned to the disease fractions observed in any study, is further complicated by the differences in disease prevalence that exist between countries. In order for a verbal autopsy classifier to be useful for classifying the death of an individual, it should be able to classify a death due to a disease with a sensitivity (true positive rate) near 90%; or in other words, it must have a generalization error (1-specificity) less than or equal to 10%. If the generalization error is higher, the classifier may be useful for predicting cause specific mortality fractions for ager groups at the population level, but does not satisfy the ideal goal of being able to predict cause of death for individuals.

Preliminary Results

A sample dataset from a 2001 study in Bangladesh can be found at http://www.measuredhs.com; however, because the data do not contain gold standard diagnoses, the true causes of death are not known. The crude data for the 2001 Bangladesh study is typical of many VA studies. It has 928 rows, 1528 attributes (of which approximately 200 correspond to actual VA survey questions), and 140 different cause of death categories for the response. The attributes are a mixture of demographic data and survey response data with categorical survey responses consisting of either a “yes/ no,” or a response category selected from a list of 2-20 options. Continuous attributes typically correspond to some piece of demographic information such as household income, or the duration of disease symptoms in days or years.

Using an unpublished dataset with gold standard diagnoses we are experimenting with several classification algorithms including Support Vector Machines (Boser, Guyon, and Vapnik 1992), Boosting with CART using the Adaboost.M1 algorithm (Freund and Schapire 1996), Bagging with CART (Breiman 1996), and Random Forests (Breiman 2001). The experiments have been carried out using the R programming environment. Thus far no algorithm has been able to classify cause of death for all causes with an average generalization error below 60%, but some algorithms have been able to classify cause of death for easy-to-identify individual causes, such as HIV/AIDS and measles, with a generalization error below 10%. Attempts to improve classification of hard-to-recognize diseases, such as cancers and other neoplasms, usually result in increased generalization error for easy-to-recognize diseases.

We are also considering other learning algorithms as well as ways to combine the outputs of multiple models since some models may predict some causes of death better than others. The list of causes could also be adjusted, to reduce generalization error, by clustering causes which have similar signs and symptoms. Although individual-level predictions provide ultimate flexibility, an intermediate goal of predicting cause-specific mortality fractions for age- and sex-specific subpopulations would be sufficient for some applications.
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