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1. Introduction
The National Information Infrastruc-
ture (NII) will have a profound effect
on the education, lifestyle, and well-
being of Americans from every cor-
ner of society. The infrastructure will
transport critical information and
software to every home, open educa-
tional and training opportunities to
remote communities, and accelerate
commerce by reducing the time to
develop new products and increasing
the efficiency of markets. Because
electronic delivery is orders of magni-
tude faster than traditional transport,
the NII will create new markets in in-
formation services and will spur de-
velopment of strategic applications
in areas such as health care, environ-
mental monitoring, and advanced
manufacturing. 

The NII is expected to grow to in-
clude a million networked informa-
tion repositories that support fast ac-
cess to medical images, interactive
product simulations, digital libraries,
and multimedia educational materi-
als. Current trends in semiconductor
density, processor speed, and net-
work bandwidth suggest that the in-
frastructure will be thousands of
times larger than existing systems
such as the Internet; the array of ser-
vices supported by the NII will be
unimaginably vast. 

But, who will be able to use the NII
and take advantage of the opportuni-
ties it offers? Most people have no
formal training in computers. They
have little interest in the computer
itself; rather, they want to find some-

■ This report stems from a workshop that
was organized by the American Associa-
tion for Artificial Intelligence (AAAI)
and cosponsored by the Information
Technology and Organizations Program
of the National Science Foundation.
The purpose of the workshop was
twofold: first, to increase awareness
among the artificial intelligence (AI)
community of opportunities presented
by the National Information Infrastruc-
ture (NII) activities, in particular, the
Information Infrastructure and Tech-
nology Applications (IITA) component
of the High Performance Computing
and Communications Program; and
second, to identify key contributions of
research in AI to the NII and IITA. 
The workshop included a presentation
by NSF of IITA program goals and a
brief discussion of a report aimed at
identifying important AI research
thrusts that could support the develop-
ment of twenty-first century computing
systems.  That report, as well as the full
set of initial suggestions for it from
AAAI fellows and officers, was circulat-
ed to attendees prior to the workshop.
Workshop attendees identified specific
contributions that AI research could
make in the next decade to the tech-
nology base needed for NII/IITA and
the major research challenges that had
to be met. This report records the re-
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thing or someone or accomplish
some task. No matter how fast the
computers of the future become, the
NII will not achieve its full potential
unless the infrastructure is flexible
and easy to use. Instead of forcing a
user to remember how and where to
access information, NII computers
need to understand a user’s task,
guide him or her to the correct place,
and show the user what he or she
wants. Instead of requiring that users
“surf” the net to find new sites, the
NII should automatically track users’
interests and inform them of relevant
possibilities. Instead of being a source
for data, the NII should be a source
for services and solutions. Today’s
computer systems are rigid and com-
plex; they require users to learn ar-
cane languages rather than adapting
to the way people naturally commu-
nicate and work. To prevent critical
limitations in the NII, we must un-
derstand how people reason about
the world and how they interact with
each other; and we must engineer
our machines to do the same.

Artificial intelligence (AI) uses the
theoretical and experimental tools of
computer science to study the phe-
nomena of intelligent behavior and to
construct intelligent systems. The field
is diverse and multifaceted—it ad-
dresses one of the most profound sci-
entific problems, and also develops
practical technology. AI research has
also produced an extensive body of
principles, representations, algo-
rithms, and spin-off technologies.
Successful applications range from the
DART system, which was used in de-
ployment planning for Desert Shield,
to broadly adopted symbolic math
packages, such as Mathematica®, to
thousands of fielded expert systems3.
Incorporating AI technology into the
next generation of computers forming
the NII can help ensure that the na-
tion’s information infrastructure is
both flexible and easy to use. 

In the next subsection, we provide
an overview of the technical chal-
lenges confronting the NII. Then, we
outline specific research areas with
potentially large payback. Sections 2
and 3 elaborate each of these points
and link the challenges to the re-
search areas.
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The National Information Infrastructure
(NII) will have profound effects on the
lives of every citizen. It promises to de-
liver to people in their homes and
offices a vast array of information in
many forms, changing the ways in
which business is conducted, offering
new educational opportunities, bringing
geographically dispersed library re-
sources and entertainment materials to
everyone’s doorstep. It will connect peo-
ple to people, and help them with their
jobs and tasks.

For the NII to be useful, however, people
will need easy and efficient access to its
resources. Today’s computers are com-
plex and difficult to use, even for ex-
perts. The NII will be orders of magni-
tude more complex than current
systems; it could easily become a
labyrinth of databases and services that
is inconvenient for experts and inacces-
sible to many Americans.

The field of artificial intelligence (AI) can
play a pivotal role in meeting major
challenges of the NII. AI uses the theo-
retical and experimental tools of com-
puter science to study the phenomena
of intelligent behavior. The field not on-
ly addresses a profound scientific prob-
lem, but also develops practical technol-
ogy for constructing intelligent systems.
AI research has produced an extensive
body of principles, representations, and
algorithms. Successful AI applications
range from custom-built expert systems
to mass-produced software and con-
sumer electronics. AI techniques can
play a central role in the development of
a useful and usable National Informa-
tion Infrastructure (NII) because they of-
fer the best alternative for addressing
three key challenges.

First, AI technology can help make com-
puters easier to use. It will support the
development of computer interfaces
that collaborate with users to meet their
information needs. These interfaces will
handle multiple modalities including
natural language, gestures, graphics, and
animation and will be able to employ
whichever modality best suits a particu-
lar user request. The interfaces will oper-
ate as intelligent agents, allowing users
to state what they want accomplished

and automatically determining the ac-
tions required to satisfy these needs and
when to perform them. Over time, these
intelligent agent systems will build a
model of the user’s needs and will adjust
automatically to an individual’s skills
and pattern of usage.

Second, AI representations and tech-
niques can support the development of
a flexible infrastructure. To be useful, the
NII must have intelligent indexing and
provide convenient access to all forms of
information. Doing so presents a
significant challenge because the NII
will contain information on a multitude
of diverse subjects, and data represented
in a wide variety of forms, including var-
ious natural languages, digital and video
images, audio, geometric computer-aid-
ed design (CAD) models, mathematical
equations, and database relations. Vari-
ous areas of AI research and technology
can help. Speech- and image-processing
algorithms will allow systems to extract
and identify multimedia content and in-
dex it with symbolic descriptions, thus
enabling fast, flexible retrieval of an-
swers to queries. Knowledge representa-
tion and reasoning methods will enable
data translation services to convert in-
formation from one format to another,
subject to semantic constraints. Work on
agent architectures will provide the basis
for constructing specialized software
agents to act as subject-specific brokers,
tracking the creation of new databases,
noting updates to existing repositories,
and answering queries in their targeted
area.

Third, AI techniques can assist in the
development of more powerful software
tools and environments to support all
stages of a project’s life cycle: speci-
fication, design, adaptation, construc-
tion, evaluation, and maintenance.
These software development tools and
environments will be used in con-
structing advanced user interfaces and
the complex systems needed for Nation-
al Challenge applications as well as the
software needed for the NII itself. Cur-
rently, construction of large software
systems is costly; subsequent evolution
and reuse is problematic. AI representa-
tions and algorithms can aid the con-

struction of rapid prototyping systems
and enable the management of libraries
containing reusable software modules
and large knowledge bases. Advanced
planning systems, combined with
group-enabling software, will support in-
creased efficiency of multiperson pro-
jects. The ability to populate synthetic
environments with simulated people
will enable virtual product testing and
improve education and training.

The results of previous research and ap-
plications development place the field of
AI in position to make enormous contri-
butions to the NII and the National
Challenge applications. Although the
state-of-the art offers a substantial body
of methods, representations, and algo-
rithms, the full realization of this
promise requires a concerted attack on
several fundamental scientific problems.

This report recommends several basic re-
search initiatives in AI, each of which
has high potential for large payback to
the NII endeavor. Speech and image pro-
cessing will contribute to improved user
interfaces and enable automatic clas-
sification of multimedia content. Knowl-
edge representation structures, plausible
reasoning algorithms, and large-scale
ontologies will enable NII systems to
reason about user objectives and abilities
and infer the databases and services of
most interest. Machine-learning and
planning methods will provide the basis
for systems that relieve the user from
the need to memorize details of database
protocols or personally track changes to
network services; they can also be used
to construct systems that automatically
adapt to human preferences. Research
on software agent architecture will en-
able more sophisticated interfaces, soft-
ware development aids, and simulation
systems. Development of computational
models of collaboration will enable mul-
tiple software agents to coordinate and
thus furnish enhanced network services;
they can also provide the basis for build-
ing human-computer interface systems
that collaborate with people in using NII
resources to solve problems and perform
tasks.

Executive Summary



1.1 Technical Challenges
Numerous obstacles block the devel-
opment of both the NII and National
Challenge applications in education,
health care, advanced manufacturing,
and electronic commerce.4 In this re-
port, we focus on three of the most
difficult challenges: ease of use, flexi-
ble infrastructure, and powerful de-
velopment tools. We discuss these
challenges briefly here; in Section 2
we elaborate and explain the poten-
tial role of intelligent software sys-
tems in meeting these challenges.

1.1.1 Ease of Use
Current computer systems are com-
plex and difficult to use even for ex-
perts. The NII will be orders of mag-
nitude more complex than the
Internet, and could easily become a
labyrinth of databases and services.
For the NII to be accessible to all citi-
zens, dramatic improvements must
be made in the design of user inter-
faces (This point is elaborated in
Subsection 2.1).

Today’s interfaces require that users
memorize cryptic commands, menu
selection sequences, and button
clicks; people are forced to adapt to
the machine. In contrast, NII inter-
faces will need to be intelligent, ad-
justing automatically to a person’s
skills and pattern of usage. An intelli-
gent interface to NII resources could
help people find and do what they
want, when they want, in a manner
that is natural to them, and without
their having to know or specify ir-
relevant details of NII structure.

A natural metaphor for such an in-
terface is a software agent, an intelli-
gent agent (i.e., an entity capable of
autonomous goal-oriented behavior
in some environment, often in the
service of larger-scale goals external
to itself) that acts as a personal assis-
tant to the user. Users will want to
communicate with their agents in fa-
miliar and flexible ways—by speaking
English, drawing diagrams, or pro-
viding concrete examples. Agents
should be goal oriented, allowing
users to state what they want accom-
plished, then automatically deter-
mining how and when to achieve the
goal. These agents should understand
an expressive range of commands so
that users can form questions or re-

quests without having to learn—or be
limited by—an artificial query lan-
guage. They should be cooperative,
collaborating with the user to refine
incorrect or incomplete requests. Fur-
thermore, personal software agents
should have the ability to be cus-
tomized, automatically adapting to
different users by following direct re-
quests from users and learning from
experience with them.

1.1.2 Flexible Infrastructure
Just as the nation’s highway system
would be an unnavigable maze with-
out such services as maps, gas sta-
tions, and signposts, the NII will be
unusable without a flexible system of
support services. Because the majori-
ty of transactions will be interactions
between two autonomous programs,
an NII equivalent of maps and sign-
posts must be designed to provide
guidance to software agents as well as
people. Context sensitivity is impor-
tant: by accounting for a user’s (or
software agent’s) objectives, NII ser-
vices can provide guidance more like
a chauffeur or a tour guide than a
map.

Three factors conspire to confound
the task of developing flexible NII
support services: scale, scope, and
heterogeneity. Together, the NII’s in-
formation repositories will hold in-
formation on a truly vast scale. The
scope too will be vast: the stored
information will range across all sub-
jects. In addition, data will be repre-
sented in an incredible variety of
forms, including various human lan-
guages, digital and video images, au-
dio, geometric computer-aided design
(CAD) models, mathematical equa-
tions, and database relations.

A foundational suite of high-level
information infrastructure services
(Subsection 2.2) could provide signifi-
cant assistance to NII applications,
enabling them to handle the variabil-
ity in these three dimensions and en-
sure full access to these data in a
manner that supports interoperabili-
ty. We envision at least three types of
infrastructure services that could pro-
vide critical support for common
problems: data and knowledge man-
agement services, integration and
translation services, and knowledge
discovery services. 

Data and knowledge management
services address two common NII
needs: (1) finding information that is
relevant to your task or goals; (2)
finding the right audience for a piece
of information you have produced.
These services allow information con-
sumers to quickly locate useful facts
and software resources in a huge
morass of heterogeneous, distributed
data.

Data that are similar in content
can vary greatly in form and in the
operations that can be performed on
them. Integration and translation ser-
vices might convert information
from one format to another subject
to semantic constraints. For example,
a financial translation service would
not just perform the unit conversion
from Japanese yen into U.S. dollars,
but could convert from raw cost to
total cost, including import duties,
taxes, and fees. 

Because the NII’s information
repositories will be huge and because
many will evolve rapidly, it will be
impossible for people, unassisted, to
check the repositories for consistency.
Instead, knowledge discovery services
could track the creation of new
databases and updates to existing
repositories. These services could
cross-index related topics to discover
new correlations and produce sum-
maries. 

1.1.3 Powerful Development Tools
Today’s tools and programming lan-
guages make the construction of soft-
ware systems tedious and error prone.
Current technology provides less sup-
port than the development of the NII
and ambitious National Challenge
applications require. Better support
would be useful at all points of a pro-
ject’s life cycle: specification, design,
adaptation, construction, evaluation,
and maintenance. Many software de-
velopment problems could be ame-
liorated by devising a set of powerful
tools and environments (Subsection
2.3).

We envision at least three distinct
kinds of tools to which AI techniques
could contribute: (1) rapid pro-
totyping systems that combine ser-
vices for specifying and refining de-
signs with modular libraries of
previously developed software and
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world knowledge; (2) intelligent pro-
ject management aids that include
software to promote collaboration
and distributed decision making as
well as next-generation project man-
agement software capable of checking
resource utilization and assisting
group leaders in replanning when un-
expected conditions occur; (3) dis-
tributed simulation and synthetic en-
vironments to be used by applications
for education, training, and computa-
tional prototyping of products.

1.2 Recommendations
A substantial body of AI research has
addressed both the underlying nature
of intelligence and the development
of engineering algorithms necessary
to reproduce rudimentary machine
intelligence. This research has placed
the field of AI in position to make
enormous contributions to NII inter-
faces, flexible infrastructure, and de-
velopment tools as well as to Na-
tional Challenge applications.
However, a concerted attack on sever-
al fundamental scientific problems is
required to fully realize this promise.
Here, we briefly present several key
subareas within AI that we believe to
be especially relevant to the develop-
ment of a flexible and adaptive NII;
in Section 3 we describe the state of
the art of each of these AI subfields
and suggest promising directions for
research. 

Research in knowledge representa-
tion (Subsection 3.1) seeks to discover
expressive and efficient methods for
representing information about all
aspects of the world. Knowledge rep-
resentation is important to the NII
because almost every intelligent
computational activity depends on it
to some degree. Knowledge represen-
tation systems offer the benefits of
object-oriented databases and the
structuring capabilities of hypertext-
based libraries; they also provide in-
creased expressiveness and more
powerful algorithms for information
retrieval and update. 

Machine learning methods (Sub-
section 3.2) extend statistical tech-
niques in order to enable systems to
identify a wide range of general
trends from specific training data.
These methods can be used to con-

struct interface systems that adapt to
the needs of individual users, pro-
grams that discover important
regularities in the content of dis-
tributed databases, and systems that
automatically acquire models of the
capability of new network services. 

The field of planning (Subsection
3.3) develops algorithms that auto-
matically construct and execute se-
quences of primitive commands in
order to achieve high-level goals. By
reasoning about formal models of the
capabilities and content of network
services and databases, AI planning
systems can focus information-gath-
ering activities in profitable direc-
tions. Because planning systems take
a declarative goal specification as in-
put, they can also help raise the level
of user interfaces, allowing users to
specify what they want done, then
computing actions needed to achieve
the goal and determining when these
actions should be executed.

Work in plausible reasoning (Sub-
section 3.4) has leveraged statistical
principles to devise principled encod-
ings for many forms of uncertain in-
formation. Algorithms have been de-
veloped to support diagnostic
reasoning, causal inference, and evalu-
ation of the tradeoffs between plan
cost and goal satisfaction. Plausible
reasoning techniques are especially
appropriate for National Challenge
application areas such as health care,
but are applicable to the information
infrastructure as well. For example, in-
telligent help systems can use behavior
traces to assemble probabilistic profiles
of user goals, and personal assistants
might assess tradeoffs between the us-
er’s conflicting objectives.

The study of agent architecture
(Subsection 3.5) seeks to integrate
specialized AI subfields to create intel-
ligent agents, robust entities that are
capable of autonomous, real-time be-
havior in an environment over an ex-
tended period of interaction. Agent
architectures could provide the inte-
gration needed to support a variety of
critical roles in the NII, including per-
sonal assistants; intelligent project
coaches; and large-scale, distributed,
group-trainers.

Research into multiagent coordina-
tion and collaboration (Subsection

3.6) has developed techniques for
representing the capabilities of other
agents and has specified the knowl-
edge needed by agents to collaborate.
Negotiation algorithms have been
developed that allow two intelligent
agents to determine areas of shared
interest and compute agreements
that increase the utility of all partici-
pants. This area is crucial to the NII
because the sheer scope of the infras-
tructure will demand that much ac-
tivity be performed by software
agents, without detailed supervision
by people. Techniques developed in
this area will also play central roles in
developing more collaborative and
flexible systems for human-computer
communication.

The goal of ontological devel-
opment (Section 3.7) is to create ex-
plicit, formal, multipurpose catalogs
of knowledge that can be used by in-
telligent systems. In contrast with
knowledge representation research
that focuses on the form of rep-
resentation and methods for reason-
ing using those forms, research in
ontological development focuses on
content. An ontology for finance, for
example, would provide computer-
usable definitions of such concepts as
money, banks, and compound inter-
est. Creation of shared systems of vo-
cabulary is crucial to the NII because
ontologies provide the concep-
tualizations and basic knowledge re-
quired for communication and col-
laboration among different agents
and between a person and his or her
personal intelligent agent.

The fields of speech and language
processing (Section 3.8) seek to create
systems that communicate with peo-
ple in natural languages such as writ-
ten and spoken English. Applications
to the NII are vast. Speech systems
could revolutionize user interfaces,
especially for small, mobile comput-
ers. Textual analysis could lead to su-
perior indexing systems and im-
proved information retrieval. 

Research in image understanding
and synthesis (Subsection 3.9) is lead-
ing to algorithms for analyzing pho-
tographs, diagrams, and video as well
as techniques for the visual display of
quantitative and structured informa-
tion. NII applications for image un-
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derstanding and synthesis will range
from the extraction of semantic con-
tent for use in browsing and search-
ing image data to intelligent com-
pression schemes for storage and
transmission to enhanced medical
imaging to the generation of realistic
(or schematic) artificial scenes from
models extracted from world images.

2. The Role of 
Intelligent Systems

Intelligent interfaces, advanced in-
frastructure services, and powerful
tools are necessary prerequisites to
the construction of National Chal-
lenge applications in areas such as
health care, electronic commerce or
twenty-first century manufacturing.
In this section, we describe three
roles for intelligent software systems
for the foundational substrate of the
NII, and suggest the types of AI re-
search necessary to transform the NII
vision into reality. 

In Subsection 2.1, we explain how
intelligent user interfaces could act as
assistants to both novice and expert
users, helping them navigate the NII’s
labyrinth of databases and efficiently
interact with advanced services. By
responding to high-level requests in
spoken language and other natural
modalities, by communicating infor-
mation both verbally and graphically,
by automatically determining how
and when to accomplish the goals of
individual users, and by adapting to
the skills and desires of those users,
personal assistant agents will allow
humans to benefit from information
resources and facilities that might
otherwise overwhelm them with
their size, complexity, and rate of
change.

In Subsection 2.2 we describe a set
of general infrastructure services that
could act as a foundation for con-
struction of intelligent interfaces and
development of the National Chal-
lenge applications. Examples include
intelligent indices that help track re-
sources, integration and translation
services that convert between hetero-
geneous representations, softbots and
brokers that act on behalf of informa-
tion consumers and producers to cre-
ate an efficient information economy.

In subsection 2.3 we define several
software development tools and
environments that could speed the
construction of the advanced user in-
terfaces and network-resident appli-
cations and services described previ-
ously. By providing intelligent
support for specification and refine-
ment tasks, rapid system prototyping
will be possible; by exploiting work
on collaborative planning and agent
architecture, current work on com-
puter-supported cooperative work
and distributed simulation and train-
ing environments will be made more
effective. The effective marriage of
modern software-engineering meth-
ods with state-of-the-art AI tech-
nology will provide the means for
constructing and strengthening the
virtual organizations needed to devel-
op and maintain new software and
hardware resources for the NII.

2.1 Intelligent Interfaces
The resources and facilities provided
by the NII will only be useful insofar
as users have simple and effective
ways of finding and using them. With
the increasing number and kinds of
services and resources available elec-
tronically (such as news wire stories;
medical images; government informa-
tion; electronic commerce and bank-
ing services; multimedia libraries and
tutoring systems; music, film, and in-
teractive entertainment; scientific arti-
cles; and online debates) potential
users will be overwhelmed and frus-
trated unless access is both simple and
effective. The conventional tools of
computer-human interaction will not
suffice for this next generation of ap-
plications; experienced users are al-
ready overwhelmed on today’s
fledgling Internet. The gap between
current tools and the NII’s human-
computer communication demands
leads to a crucial challenge: providing
intelligent interfaces to resources so
that people can use the NII without
difficulty. From the perspective of the
“NII as information superhighway,”
an intelligent agent is the competent
chauffeur who knows every road and
quietly performs routine errands. This
software agent acts as a personal assis-
tant. To be called “intelligent,” it must
satisfy several interrelated criteria:

Integrated: Users should not be
forced to remember the details of par-
ticular databases or the wide and
growing variety of services and utili-
ties to use them effectively. Instead,
the system should support an under-
standable, consistent interface that
tunes itself to the task at hand. 

Expressive: Users should be able to
form arbitrary questions and requests
easily, without being limited by re-
strictive menus or forced to learn ar-
tificial query languages. Intelligent
interfaces should accept requests in
whichever modality (e.g. speech, text,
gestures) the user chooses. 

Goal oriented: Users should be able
to state what they want accom-
plished. The intelligent interface
should determine how and when to
achieve the goal, then perform the
actions without supervision.

Cooperative: Instead of the passive-
aggressive error messages that are cur-
rently given in response to incorrect
or incomplete specifications, intelli-
gent agents should collaborate with
the user to build an acceptable re-
quest. 

Customized: Personal assistant
agents should adapt to different
users, both by receiving direct re-
quests from the user and by learning
from experience. 

These criteria—and their conse-
quences—are explored further in Sub-
sections 2.1.1 through 2.1.3. In some
cases, however, the best interface will
be one that gives the impression of
directly manipulable, three-dimen-
sional space; the contribution of AI
to these virtual-reality interfaces are
described in Subsection 2.1.4.

2.1.1 Integration and Expressivity
Two decades ago, window-based
graphical interfaces and the direct-
manipulation metaphor revolution-
ized human-computer interaction.
However, few fundamental changes
have occurred since then, and com-
puters remain intimidating to the
vast majority of the population. If
the NII is to be both broadly accessi-
ble and flexible, people will need to
interact with it in a natural manner,
much like they do with one another.
For example, users will want to access
NII resources using a combination of
speech and text (typed or handwrit-
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ten) in their own natural language,
and with hand and facial gestures.
Furthermore, an interface should be
able to present information in the
manner most conducive to interpre-
tation, be it text, graphics, anima-
tion, audio, or some coordinated
combination of several modalities.
Whereas today’s application inter-
faces offer, at most, a help command
or menu option, NII interfaces will
increase acceptance by offering cus-
tomized, intelligent help and train-
ing, especially for the nonexpert user.
Development of such a flexible inter-
face paradigm raises several chal-
lenges in the areas of machine per-
ception and automatic explanation. 

2.1.1.1 Machine Perception. Because
people converse using speech, written
language, gesture and facial ex-
pression, the ability to communicate
seems effortless. If we want to ensure
that user interactions with the NII are
as natural, computers will require
more advanced perceptual capabili-
ties. As a result of research in the AI
community, such capabilities are be-
coming technically feasible: given a
controlled environment, existing
computer vision algorithms (Subsec-
tion 3.9) can recognize eye and lip
movements as well as hand gestures.
Speech systems (Subsection 3.8) are
currently capable of robust speaker-
independent recognition for small
vocabularies, and practical speaker-
dependent recognition for vocabular-
ies of ten thousand words or more;
real-time natural language processing
systems (Subsection 3.8) have been
used in numerous database-query ap-
plications. However, technical prob-
lems still remain: many current tech-
nologies are brittle and thus break
too easily for them to be considered
fully mature and ready to use. 

2.1.1.2 Automatic Explanation.
Computers acquire, process, and gen-
erate data far more readily than they
can present or explain it. If the NII
were only to provide more ways for
data to be produced and transferred,
it would have limited success. To
complement existing conventional
abilities to store and move raw data,
we need intelligent agents that are
both linguistically and graphically ar-
ticulate. If a query returns huge

amounts of data, the intelligent agent
should be able to compute a salient
summary and present it using
whichever modality best suits inter-
pretation; it should support and be
able to choose from among a wide
range of options, including chart
graphics, natural-language text, vol-
umetric visualizations, animation,
music, or speech. Furthermore, cur-
rent interface capabilities that pro-
vide formatted data must be supple-
mented by automatic explanation
systems that consider the back-
ground, abilities, and interest of the
requester.

The technical challenges here lie in
computing appropriate summaries,
synthesizing output in a given
modality, and determining which
modality (or combination) is appro-
priate for communicating a particular
message or response. Current tech-
nology can generate grammatical text
from certain knowledge-rep-
resentation formats and can synthe-
size acceptable speech from unre-
stricted text (Subsection 3.8).
Pioneering work in the automatic de-
sign of effective graphics holds much
promise, but the field is still in its in-
fancy (Subsection 3.9). Other im-
portant questions—how to select and
combine appropriate interface modal-
ities automatically, and how to model
and exploit discourse structure in
multimodal interfaces—have scarcely
been considered. Research in several
areas is needed to enable agents to
tailor explanations to individual users
(e.g. Subsections 3.2, 3.3, 3.5, 3.6).

2.1.2 Goal Orientation and 
Cooperation
Effective use of today’s technology re-
quires memorizing the peculiarities
of many resources, databases, and
network services. For example, the
Internet already supports simple
video on demand, but relatively few
users know how to use it. The prob-
lem of comprehensible access will on-
ly worsen with the widespread de-
ployment of digital libraries and
commercial transactions; it could be-
come an insurmountable barrier for
new users. The problem can be ad-
dressed in part with the application
of interface conventions and stan-
dards, but the fundamental difficulty

is that interaction with most applica-
tions is far too particular and de-
tailed. What is needed is a tech-
nology that will raise the level and
quality of discourse between people
and machines.

Supporting a truly high level of
discourse involves several challenges.
Users should be able to phrase re-
quests in terms of what they want
accomplished and leave the problem
of determining how to achieve that
goal to the interface. For this to be
possible, agents must be able to un-
derstand a wide range of goals, access
thousands of NII databases and utili-
ties, negotiate for desired resources
owned by different entities with dif-
ferent pricing structures, and com-
bine results obtained from diverse
sources. AI planning techniques (Sub-
section 3.3) provide a solid basis for
meeting this challenge; they enable a
system to use a logical encoding of a
user’s goal and a library of action
schemata that describe available infor-
mation sources, databases, utilities,
protocols, and software commands to
build, interpret, and execute a plan
that will accomplish the desired ob-
jective. Unlike standard programs
and scripts that are committed to a
rigid control flow determined a priori
by a programmer, a planner automat-
ically and dynamically synthesizes
and executes plans to accomplish a
user’s goals. Recent work in collabora-
tive planning even addresses the
problem of how a user and computer
might collaborate to formulate a
shared plan when neither human nor
computer alone knows how to
achieve a desired goal (Subsection
3.6). In addition to raising the level
of discourse, the planning approach
avoids the problematic task of writ-
ing programs that anticipate all possi-
ble changes in system environment,
network status, and error conditions. 

2.1.3 Customization and Adaptivity
Many users like to customize the look
and feel of their computer interface.
Witness the proliferation of screen-
saver applications, window back-
grounds, and custom keyboards and
mice. Why stop there? Users should
be able to specify preferences about
all aspects of system behavior, leaving
it to the personal assistant agent to
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handle conflicts (for example, the
conflict between a stated desire to use
inexpensive services and an urgent
demand). In addition to providing
enhanced customization abilities, an
intelligent agent-oriented interface
must be adaptive. It must adjust auto-
matically to the needs and idiosyn-
crasies of individual users, and it
must change as the user’s experiences
or requirements change.

Intelligent agents must also adapt
to their environment. As network
utilities become heavily loaded or
raise prices, the agent should shift to
alternative services. When new NII
databases and facilities are introduced
or upgraded, it should explore them
(or consult a broker) to determine ap-
plicability.

Machine learning techniques (Sub-
section 3.2) are crucial for building
adaptive interfaces. Learning pro-
grams could unobtrusively watch
over a user’s shoulder during his or
her normal interaction with the com-
puter and later could generalize from
its observations to customize the soft-
ware. Prototypes of such interfaces
have already been implemented. For
example, an intelligent scheduler
learns preferred meeting times and
locations, and a correspondence assis-
tant learns from a user’s behavior
how best to prioritize email messages.
Future applications include personal-
ized news streams as well as shopping
assistants that learn a user’s tastes
and price ranges during the course of
home shopping, access online con-
sumer reports, and suggest new items
for purchase. 

2.1.4 Virtual Reality, Telepresence,
and Interface Immersion
In many cases, the best interface
gives the impression of directly ma-
nipulable, three-dimensional, physi-
cal reality. For example, an advanced
CAD system might provide an auto-
mobile designer with the sensation of
walking around, climbing inside, or
driving a new vehicle around the test
track—before a prototype is ever
built. Virtual environments could
have application in education, train-
ing, and entertainment as well. For
example, virtual Japanese shopkeep-
ers in a virtual Tokyo could provide
students with an opportunity for lan-

guage immersion without the ex-
pense of a trip to Japan. Telepresence
might allow people to manipulate
hazardous environments and, thus,
safely perform tasks such as undersea
exploration or nuclear reactor main-
tenance.

At present, virtual environments
provide only a limited approximation
of reality, and advances in both inter-
face hardware and software are re-
quired for wide-scale use. Subsection
2.3.3 elaborates on the major prob-
lems in the development of virtual
environments and the potential solu-
tions to which AI can contribute.
Populating a virtual environment
with seemingly intelligent agents will
require substantial advances in all ar-
eas of AI, especially the real-time is-
sues of agent architecture (Subsection
3.5). Synthesizing realistic facial ex-
pressions that synchronize with spo-
ken language and provide feedback
about an agent’s understanding dur-
ing dialogue will demand progress in
both language and image processing
(Subsections 3.8 and 3.9). Advances
in both knowledge representation
and ontological development (Sub-
section 3.1 and 3.7) will enable con-
structing synthetic environments
that require specification of large
amounts of knowledge about all as-
pects of the world.

2.2 Information Infrastructure
Services
Advanced infrastructure services are a
necessary prerequisite to the develop-
ment of intelligent NII interfaces
(Subsection 2.1) and the construction
of National Challenge applications
such as health care and electronic
commerce. Each of these applications
involve network-resident services.
Just as the nation’s road system
would be a confusing maze without
such services as maps, gas stations,
and signposts, the NII will be unus-
able without an advanced infras-
tructure. Because the NII will be dra-
matically larger and more complex
than the nation’s road system, the
demand for sophisticated NII infras-
tructure services will be vast.

As a simple example, a monolithic
map will not suffice for NII naviga-
tion, because users will want cus-

tomized directions that are sensitive
to factors such as individual objec-
tives and local network congestion.
Instead of being forced to rely on
general-purpose signposts, users will
prefer customized maps and signs
that emphasize information relevant
to the user’s objectives. Agent-orient-
ed navigation tools could also be
popular; customized tour guides
could take into account an individu-
al’s special interests and actively
search for the best routes. The chal-
lenge for infrastructure developers is
to provide efficient, effective search
methods that can navigate the net-
work and transact queries only where
appropriate, handling a vast variety
of interfaces to resources, and inter-
preting and collating the results. 

This section discusses three types
of infrastructure services: (1) Data
and knowledge management services
that allow information consumers to
quickly locate relevant facts and soft-
ware resources from a huge morass of
heterogeneous, distributed data; (2)
Integration and translation services that
convert information from one format
to another subject to semantic con-
straints; (3) Knowledge discovery ser-
vices that scan rapidly evolving
databases in order to produce sum-
maries, discover new correlations,
and check consistency.

Before discussing the details of
these services, we note that the vast
majority of interactions between en-
tities on the network will not be be-
tween people and people or between
people and programs but between
programs and programs. People will,
of course, also operate in the net-
work. Many of the functions dis-
cussed here (including search,
information brokering, network guid-
ance, resource market research and
marketing) can and will on occasion
be performed by people—as they cur-
rently are in the physical economy.
However, because of the NII’s poten-
tial size, complexity, and rate of
change, intelligent software systems
will initiate a large fraction of net-
work activity. If these programs are to
be useful, they must be both intelli-
gent and knowledgeable. For exam-
ple, people can use a freeway signpost
that reads “I–95 New England” to get
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to Boston because they know that
I–95 is the name of a freeway, the
sign means I–95 goes to New England
from here, and Boston is in New Eng-
land. Network-resident intelligent
agents will need similar kinds of gen-
eral knowledge to infer that a seis-
mic-activity database might hold the
answer to a query about earthquakes. 

2.2.1 Data and Knowledge 
Management Services
To realize the NII’s potential, two
closely related problems must be
solved. Information consumers need
effective ways to locate relevant in-
formation and software resources in a
huge, distributed sea of heteroge-
neous data. Conversely, publishers
must disseminate new information
and services to interested people and
software agents. Two challenges—
heterogeneity and scalability—make
location and dissemination services
difficult to provide.

2.2.1.1 Heterogeneous Data. As we
discussed in the Introduction, the in-
formation distributed on the NII will
be stored in a wide variety of forms,
from video images, audio and byte-
coded and scanned text in various
languages to database relations and
mathematical equations. Indexing
this information will be difficult be-
cause there are so many ways to cate-
gorize each item. For example, a pho-
tograph of Bill Clinton standing in
front of the White House with Al
Gore is indeed a picture of Bill Clin-
ton. However, it can also be catego-
rized as a picture of the White House,
as well as a picture of Al Gore, a pic-
ture of a president, and a picture of
the residence of a head of state. Simi-
larly, a speech by Bill Clinton could
be indexed by any portion of its con-
tent, any aspect of the style in which
it was delivered, or any aspect of the
circumstances of its delivery.

Because it would be grossly
inefficient to index photos and audio
clips under all possible terms, NII
databases will need to use another
method to provide flexible access.
The polynomial-time inference and
classification schemes of knowledge
representation (Subsection 3.1) pro-
vide the desired functions, but multi-
ple taxonomies must be supported,
and classification schemes must allow

evolution over time. The sheer quan-
tity of available data will require that
many of the indices be created au-
tonomously, which, in turn, will re-
quire information retrieval and natu-
ral language parsing techniques
(Subsection 3.8) as well as algorithms
from computer vision (Subsection
3.9). Because many queries will be
underspecified and return too many
matches, the information infrastruc-
ture must support quality determina-
tion by evaluating completeness,
consistency, and relevance. Plausible
and probabilistic reasoning algo-
rithms (Subsection 3.4) have already
demonstrated their utility for repre-
senting medical information, and
their application to educational and
help systems is growing. 

2.2.1.2 Scalability. The NII must
support both a vast amount of data
and a huge number of users with dif-
ferent interests and needs. Although
a monolithic information index
could combine sources such as tele-
phone books, airline schedules, and
encyclopedias, such a centralized
scheme would likely suffer from rigid-
ity (being unable to respond to rapid
changes in the world) and represent a
likely point of failure, especially in
high-activity situations. A similar
problem results from naive attempts
to scale current technology for infor-
mation dissemination—indiscrimi-
nate advertising causes both cogni-
tive and network congestion. In
addition to broadcasting, the NII
must support “narrow casting.” The
AI challenge is to identify the select
set of people and agents who are like-
ly to be interested in an an-
nouncement of a new service (or,
symmetrically, who could provide a
desired service).

Several factors will contribute to a
solution. First, instead of relying on
passive indices, NII data access could
use brokers that actively scan for new
relevant resources. Each broker would
specialize on a different subject area
and would monitor closely related
brokers in addition to primary
sources. The onus for advertising rests
on the information provider; inter-
ested brokers do the rest. An in-
formation seeker contacts an appro-
priate local broker and its request is

passed along until it is fulfilled. A
centralized index can be seen as the
degenerate case of this distributed
scheme, but the existence of multi-
ple, competing brokers could provide
faster response time, improved
specificity, and better adaptation to
change in primary sources.

Second, the indices could utilize se-
mantic information rather than mere
syntactic criteria. Brokers could rea-
son about index terms, their relation,
and their relevance. Simple hypertext
versions of extant reference books
would serve poorly, because they re-
quire a human for navigation. Co-
dified semantic information, howev-
er, can be processed by automated
agents (as well as a manual browser).
Knowledge representation techniques
(Subsection 3.1) could enable in-
heritance along multiple taxonomic
dimensions during index formation
and allow a broker to determine
which other brokers might be rele-
vant during query processing. For
this approach to be feasible, however,
substantial effort must be invested to
leverage existing classification
schemes (such as the Dewey decimal
system and Chemical Abstracts) and
develop comprehensive new ontolo-
gies and encodings of commonsense
knowledge (Subsection 3.7). Only
then will search engines be able to
deduce connections between relevant
information sources. 

2.2.2 Integration and 
Translation Services
We already commented on the prob-
lems posed by heterogeneous data in
the NII (Subsection 2.2.1.1). Howev-
er, even data that are similar in con-
tent can vary greatly in form and in
the operations that can be performed
on them. For example, even within a
relatively constrained domain such as
health care, the languages of doctors,
nurses, patients, and insurance
agents differ dramatically. Although
much data-format conversion and
some level of application-system in-
teroperability are achievable through
the development of standards (e.g.
the RTF data format, the COBRA and
OLE interapplication wrappers), stan-
dards enforce the lowest common de-
nominator. By the very nature of the
consensus that creates them, stan-
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dards will always lag behind the
needs of NII users. 

Instead of data translation, the NII
infrastructure should support seman-
tic translation. Instead of simply scal-
ing between currencies (for example,
Japanese yen to U.S. dollars) semantic
translation would use world knowl-
edge to convert between derived
quantities (for example, from raw
cost to total cost including applicable
import duties, taxes, and fees). Be-
cause determining which duties must
be paid requires reasoning about the
type of merchandise, the scope of ser-
vices provided, and the relevance of
tax codes, AI techniques can provide
significant assistance in meeting the
challenges of integration and transla-
tion. Knowledge representation sys-
tems (especially those using modal
and higher-order logics for reasoning
about representations, Subsection
3.1) form a substrate into which rela-
tional and other database systems
can be embedded and over which
standardized ontologies (Subsection
3.7) can be defined. When the infor-
mation to be converted is relatively
standardized and well structured,
representation transformation tech-
niques from automated software de-
velopment are appropriate (Subsec-
tion 3.1). When the information is
less structured, machine-translation
technology (Subsection 3.8) can be
used. In many cases, applications will
use negotiation techniques (Subsec-
tion 3.6) to select a common lan-
guage and ontology in order to facili-
tate coordination and translation.� 

2.2.3 Knowledge Discovery Services
The rapid growth of data and infor-
mation has already created both a
need and an opportunity for ex-
tracting knowledge from databases
and ensuring their consistency. Be-
cause the development of the NII will
release a flood of new databases, these
needs and opportunities will surge.
The sheer quantity of available infor-
mation will preclude manual track-
ing. Automated tools, however, could
scan databases; check consistency;
produce summaries; support logical
inference and abduction; facilitate
browsing, question answering, expla-
nation and justification; and discover
new connections between data that

were previously unconnected.
The problem of consistency check-

ing illustrates why knowledge discov-
ery is difficult in general. The process
is inherently intractable—algorithms
take time that is exponential in the
size of the database. Furthermore,
consistency is unattainable in a large
multisourced system that is being up-
dated continually. Heuristic tech-
niques can help by focusing attention
on the most likely sources of incon-
sistency and suggesting plausible al-
ternatives for dealing with in-
consistencies when they are detected.

To date, knowledge discovery ap-
plications have been developed for
astronomy, biology, finance, in-
surance, marketing, medicine, and
many other fields. Next-generation
systems could benefit from advances
in knowledge representation (Subsec-
tion 3.1), techniques for the estima-
tion of the quality and reliability of
information (Subsection 3.4), the
ability to exploit previous knowledge
(Subsection 3.7), unsupervised ma-
chine-learning algorithms (Subsec-
tion 3.2), machine perception (Sub-
sections 3.8 and 3.9), and statistics. 

2.3 System Development and
Support Environments
System development and support en-
vironments provide the tools and
environments to build advanced user
interfaces and network-resident sys-
tems like those needed for National
Challenge applications. The objective
is a set of tools for making specifica-
tion, design, adaptation, construc-
tion, and evaluation straightforward
in spite of the complexity and diver-
sity of the underlying architectures,
languages, protocols, applications,
and systems. In the following subsec-
tions, we discuss three such facilities:
rapid prototyping systems, intelligent
project-management aids, and syn-
thetic environment testbeds. 

2.3.1 Rapid System Prototyping
It is commonly acknowledged that
software carefully designed to satisfy
someone’s needs (for example, the
designer’s) often fails to satisfy
everyone else’s. In many cases, deter-
mining what other people want
means letting them try it out, but the
sheer cost of constructing and re-

working complex software systems
calls for using prototypes that give
the feel of the nominal product but
can be constructed quickly at low
cost. That is, designers formulate ten-
tative, possibly partial, specifications
of a desired system and then repeat-
edly test and revise the formulation
until they obtain a satisfactory
specification for postprototype ver-
sions. Facilities for rapid prototyping
of systems are an essential infrastruc-
ture for the NII. AI can contribute to
two aspects of prototyping systems:
facilities for specifying and refining
systems, and facilities for sharing and
reusing designs and software. 

2.3.1.1 Specification and Refinement
Support Services. The process of rapid
prototyping demands tools for speci-
fying, testing, and revising proto-
types. Specification calls first for for-
mal languages (such as logical
specification languages) in which to
formulate descriptions. Once a tenta-
tive specification is in hand, the be-
havior it entails should be vividly
rendered to the designer. Subsequent
testing and design validation process-
es demand efficient algorithms. How-
ever, specification and refinement en-
vironments must support more
activities than simple construction of
an executable design; they must also
facilitate revision and modification of
descriptions, because any speci-
fication of a massively complex sys-
tem will evolve with experience. Fur-
thermore, support environments
could leverage specification encod-
ings to semiautomatically generate
documentation, tutorial, and online
help systems for the software under
construction.

AI techniques can contribute to
each of these challenges. Speci-
fication complexity can be alleviated
by encoding designs in terms of the
high-level concepts defined in a
repository of world knowledge (Sub-
section 4.7). Because specification de-
scriptions will still be huge,
specification languages will use
knowledge representation techniques
(Subsection 3.7) to support modulari-
ty, hierarchical structure, and multi-
ple inheritance.

Testing and validation of the
specification can be done in several
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ways. Theorem proving and logical
inference algorithms (Subsection 3.1)
can detect ambiguities, incomplete-
ness, and inconsistency in the
specification. Decision-theoretic tech-
niques (Subsection 3.4) could select
economic tradeoffs among possible
alternatives given encodings of the
available components. Another ap-
proach to validation uses knowledge-
based automatic programming tech-
niques (Subsection 3.3) and modules
already available in software libraries
(Subsection 2.3.1.2) to mechanically
construct a program meeting the
specifications; by executing this pro-
totype, a user could see whether the
specification behaves as expected and
whether the expected behavior is de-
sirable. Although it is easy to gener-
ate random test cases, robust valida-
tion requires using knowledge of user
aims and the environment (Subsec-
tion 3.7) to generate qualitatively dif-
ferent tests that exercise every dimen-
sion of the system under
construction. The same knowledge
can be used to generate help systems.

Finally, system support environ-
ments can support evolutionary de-
sign by acting as an intelligent pro-
ject coach (Subsection 3.5) that
records (Subsection 3.1) and explains
(Subsection 3.8) choices behind de-
sign decisions. When the system de-
sign is a collaborative effort, the pro-
ject coach could track the
responsibilities of team members
(Subsection 3.6).

2.3.1.2 Software and Knowledge Li-
brary Support Services. Reuse of well-
designed tools can provide one of the
greatest economies available in any
activity but especially in the labor-in-
tensive practice of software engineer-
ing. Accordingly, the specification
and refinement support environ-
ments described in Subsection 2.3.1.1
require access to libraries of software
modules, module specifications, and
formalized knowledge about these
modules, users, applications, and the
world.

Libraries house materials, but they
also offer an internal structure that
facilitates finding and using entries.
In the case of software libraries, soft-
ware modules in the collection must
be indexed by their specification and

accompanied by a recording of their
design rationale (Subsection 3.7). Ad-
ditional encodings can facilitate mo-
dification of existing components for
new purposes, automatic translation
and optimization of modules, and
safe replacement of parts of existing
systems with independently devel-
oped improvements of the parts (Sub-
section 3.3). Providing intelligent ac-
cess to these library functions will
require all of the information infras-
tructure services, such as indexing
and translation, described in Subsec-
tion 2.2.

2.3.2 Intelligent Project Management
Aids
Constructing, maintaining, and
extending the National Challenge ap-
plications and other complex systems
poses many hard problems apart
from the issues of prototyping,
specification, and reuse just dis-
cussed. Even with these technologies
at hand, there must be some way of
managing all the people, systems,
and agencies involved. Although
many project management systems
are currently available, the enormous
scope of the NII project means mov-
ing beyond the current state of the
art (for example, PERT charts or
MacProject). Managing large-scale
projects requires facilities for coordi-
nating independent activities with
groupware and managing the project
plans themselves. 

2.3.2.1 Collaboration and Group Soft-
ware. To provide supportive environ-
ments for collaboration and group-co-
operative work, software systems
must provide participants in the col-
laboration with facilities for informa-
tion sharing, virtual collocation, and
task coordination. For example, coor-
dination mechanisms could facilitate
group discussions (possibly dis-
tributed in time, space, and partici-
pant background). Because organ-
izations (and virtual communities)
will likely be composed of a large and
diverse collection of individuals, tools
could inform users of recommended
policies, procedures, and processes as
well as facilitate the evolution of
these guidelines and agreements.

Building cooperation-supporting
environments requires developing

tools that model processes and plans,
coordinate projects, and manage
workflow constraints (Subsection
3.3). Such tools could prove most
adaptable if organized around declar-
ative models (Subsection 3.1) of the
social organizations and entities in-
volved in the activity, the relation-
ships among them, and the con-
straints imposed on them by the
nature of the activity. Cooperative ef-
forts require mechanisms for manag-
ing communications to make partici-
pants more productive, and as in the
information infrastructure generally
(Subsection 2.2), this approach calls
for developing software agents to
filter the information posted to
groups, broker information that
moves from one team member to an-
other (Subsection 3.6), and scour var-
ious databases in response to a user
query.

In addition, collaboration-support-
ing environments must supply means,
such as notification facilities or re-
quirement utilities, to connect people
and tools available on the network in-
to a collaborative environment. For
example, to support continuing con-
ferences among participants with dif-
ferent interface capabilities, an envi-
ronment must be able to translate
“utterances” between different modal-
ities (Subsection 3.9) and generate
summaries to quickly bring offline
participants up to date (Subsection
3.8).

2.3.2.2 Problem Solving and System
Design Environments. Although collab-
oration and group software provides
the basis for effective communication
of teams or larger groups working to-
gether, large projects call for addi-
tional help in modeling the problem
or task being addressed by the group.
Existing management aids provide
some help in this direction but do
not offer much assistance in repre-
senting knowledge about plans and
designs or provide mechanisms for
reasoning about plans and designs in
flexible ways. As the National Chal-
lenge application of crisis action
planning illustrates, substantial
knowledge about the likely conse-
quences of actions and the utilities
and intentions of the multiple actors
involved is required to exploit inter-
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actions and synergies between com-
plex subprojects while keeping op-
tions open to maintain flexibility.
Operations research techniques
suffice for problems with simple util-
ity characteristics, but for large col-
laborative projects, techniques need
to be augmented with fast algorithms
for managing plans that explicitly ac-
count for uncertainty, incomplete in-
formation, interactions, and tradeoffs
(Subsections 3.1, 3.4, and 3.3).

2.3.3 Distributed Simulation and 
Synthetic Environments
To evaluate a prototype software sys-
tem (Subsection 2.3.1), a designer
must be able to simulate at least part
of the environment in which the sys-
tem is to operate. However, simula-
tions of specialized environments are
useful far beyond the issue of soft-
ware design; other important applica-
tions include management of com-
plex systems (such as air traffic
control, telephone switching net-
works, power networks, distributed
sensors, resource allocation in facto-
ries, remotely piloted vehicles), train-
ing (such as education, flight simula-
tors, virtual surgery), planning and
optimization, remote diagnosis, sens-
ing, and cooperative interaction.
Such synthetic worlds could integrate
real, as well as virtual objects; com-
bine visual, as well as computational,
descriptions; and support human
users as well as intelligent software
agents.

Exploiting the potential for syn-
thetic environments means facing
some difficult problems. The first
problem is constructing such environ-
ments, but because synthetic environ-
ments are just complex systems them-
selves, the techniques discussed in
Subsection 2.3.1 can also be used to
apply intelligence to ease and speed
their construction as well. The second
problem is populating the environ-
ment with simulated people or crea-
tures. Robotics path planning and dy-
namic control algorithms (Subsection
3.9) can be used to generate realistic
three-dimensional movements. AI
planning algorithms (Subsection 3.3)
and agent architectures (Subsection
3.5) could generate realistic behaviors.
Environments that must contain life-
like characters can successfully em-

ploy characters that act human even
when these characters are con-
siderably simpler than characters act-
ing intelligently (Subsection 3.5). The
third problem is that synthetic envi-
ronments often reflect parts—in some
cases, very large parts—of the world;
so, the specification of the system
must include large amounts of knowl-
edge about the world. (Subsections
3.1 and 3.7).

3. Research Thrust Areas
Research on the underlying nature of
intelligence and the development of
practical algorithms necessary to re-
produce rudimentary machine intelli-
gence leaves the field of AI strategi-
cally situated to contribute to the
design and construction of the NII.
However, the full realization of this
promise requires a concerted attack
on a variety of fundamental scientific
problems. This report recommends
support of AI research in eight key ar-
eas, each of which has substantial
promise for high payback to the NII
effort.

In this section, we describe these
key subareas:

• Knowledge representation

• Learning and adaptation

• Reasoning about plans, programs,
and actions

• Plausible reasoning

• Agent architecture

• Multiagent coordination and col-
laboration

• Ontological development

• Speech and language processing

• Image understanding and synthe-
sis.

This list is not a comprehensive enu-
meration of every interesting AI re-
search topic. Rather, it elaborates ar-
eas that clearly and obviously
emerged as important to the discus-
sion within Section 2. Each is rele-
vant to the development of a flexible
and adaptive NII.

3.1 Knowledge Representation
Work on knowledge representation
seeks to discover expressive, conve-
nient, efficient, and appropriate
methods for representing informa-

tion about all aspects of the world.
Expressive here means being capable
of capturing both general and specific
information in broad and narrow do-
mains; it also implies the ability to
express weak or incomplete state-
ments (for example, whoever is presi-
dent of the company will chair the
board of trustees) as easily as strong
and concrete statements (for example
Charles Diamond will chair the board
of trustees). Convenient means permit-
ting acquisition and reporting of the
information in terms close to those
used by either lay persons or experts.
Efficient means supporting rapid ex-
traction of common and important
conclusions from the information.
Appropriate means translating be-
tween component representations
when the representations that maxi-
mize expressiveness, convenience, or
efficiency differ. Unfortunately, there
are usually tradeoffs between these
properties; no known knowledge rep-
resentation method scores well along
all dimensions. 

3.1.1 Relevance to the NII
Knowledge representation problems
are important because almost every
intelligent computational activity de-
pends on solving them to some de-
gree. Most information currently
stored on the Internet uses one of
two degenerate knowledge represen-
tation methods: databases or natural
language text. We use the word de-
generate because these representations
are extreme points on the expressive-
ness-efficiency spectrum. When in-
formation can be encoded in a rela-
tional database, one can quickly
answer any query expressible in a
language such as SQL, but only re-
stricted and concrete bodies of
knowledge can be encoded in a
database. Natural language text, how-
ever, is expressive enough to encode
much of human knowledge, but no
one has yet efficiently mechanized
inference over unrestricted natural
language text. No foolproof algo-
rithms exist for answering questions
or extracting conclusions from natu-
ral language documents. Because rela-
tional database and natural language
representations are insufficient, new
knowledge representation methods
are required to achieve NII objectives,
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such as accurate location of relevant
information, narrow casting, seman-
tic translation, and reusable software
libraries.

3.1.2 State of the Art
Knowledge representation formalisms
have been applied successfully to a
variety of commercial and govern-
ment applications, such as configura-
tion, scheduling, customer service
support, financial management, and
software information systems. In
each case, the knowledge representa-
tion methods offered considerably
more flexibility than relational
database systems. In general, knowl-
edge representation systems offer
syntax and structure much closer to
natural languages but provide the se-
mantic precision and inferential ca-
pability of logical languages. Many
years of theoretical and experimental
work have refined the core of these
systems into description logics, which
structure knowledge into modular,
multiply connected taxonomic hier-
archies of concepts, abstractions, and
approximations. These logics offer
the benefits of object-oriented
databases and the structuring capabil-
ities of hypertext-based libraries but
go far beyond them in their expres-
siveness and in the algorithms avail-
able for retrieving information about
entries and revising the hierarchies as
information is added or updated.
Guaranteed polynomial-time retrieval
and inference algorithms have been
developed for useful classes of de-
scription languages; still-richer lan-
guages admit algorithms that are usu-
ally fast in practice.

These techniques for structuring,
using, and transforming representa-
tions form a solid basis for knowledge
representation systems, but they do
not address many problems of how
to express specific types of knowl-
edge. Thus, numerous researchers
have searched for suitable representa-
tions for commonsense information,
such as quantities, time, physics, un-
certainty, and knowledge representa-
tions themselves. These efforts have
resulted in several well-understood li-
braries of techniques, for example,
temporal reasoning. Because these is-
sues prove important in virtually all
parts of AI, progress on them offers

great advantage to the whole field.

3.1.3 Research Opportunities
Several knowledge representation re-
search directions have the potential
for exceptional payback for NII in-
frastructure and applications. The in-
tegration of description languages
with object-oriented and relational
databases could help provide value-
added services on top of convention-
al data management platforms, ex-
amples of such services include more
semantically oriented queries and
knowledge discovery. The improve-
ment of specialized languages for
temporal, probabilistic, and non-
monotonic languages could provide
support for natural language process-
ing and information retrieval. The
development of standard languages
for encoding knowledge of scientific
fields and World-Wide Web hypertext
libraries could facilitate support of se-
mantically rich queries. The elabora-
tion of metalanguages for describing
knowledge representation systems
(for example, their accuracy, rele-
vance, efficiency, and completeness)
could expedite automatic translation
and interoperability.

3.2 Learning and Adaptation
Machine learning addresses two in-
terrelated problems: the development
of software that improves au-
tomatically through experience; and
the extraction of rules from a large
volume of specific data. Machine
learning is of growing importance be-
cause of the rapidly increasing quan-
tities of diverse data on the NII and
the expanding need for software that
can automatically adapt to new or
changing users and runtime environ-
ments. The central technical problem
in machine learning is developing
methods to automatically form gen-
eral hypotheses from specific training
examples.

3.2.1 Relevance to the NII
Machine-learning methods offer new
capabilities for the NII that are un-
available using current software tech-
nology. Machine-learning algorithms
identify general trends from specific
training data, offering the promise of
programs that examine gigabytes of
network-accessible data to extract
trends that would otherwise go unno-

ticed by people. Machine learning al-
so offers approaches to automatically
modeling the NII itself by learning
probabilistic regularities in server
loads, security breaches, correlations
among user accesses to data reposito-
ries, and the identity of services that
typically are appropriate for recurring
information needs. 

The usefulness of data mining (the
extraction of general regularities from
online data) may be illustrated by the
problem of learning which medical
treatments are most effective in par-
ticular situations or which land-zon-
ing policies produce the best out-
comes. Current learning methods are
able to find regularities provided
large data sets of single-media data
(as opposed to mixtures of images,
logical descriptions, text, and sound).
New learning methods that address
multimedia data and generalize more
accurately could have a significant
impact on our ability to use the ever-
growing amount of data that will be
available on the NII.

As a second application for ma-
chine learning, consider the problem
each user faces in locating informa-
tion in the flood of data that will be
available on the NII. Machine-learn-
ing techniques could lead to elec-
tronic news readers that learn the in-
terests of each user by observing what
they read, then use this knowledge to
automatically search thousands of
news sources to recommend the ten
most interesting articles. Similar ap-
plications include building intelligent
agents that provide current awareness
services, alerting users to new web
pages of special interest, or providing
“What’s New” services for digital li-
braries. Although information re-
trieval provides a baseline capability
(such as keyword search on large
stores of text), more accurate learning
methods are needed.

3.2.2 State of the Art
Practical methods for learning from
large volumes of single-media data
have been demonstrated in a number
of areas. For example, methods such
as decision tree learning, neural net-
work learning, genetic algorithms,
and Bayesian methods have been ap-
plied to data-mining problems such
as assigning credit ratings based on
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bank records, recognizing human
faces, and predicting medical treat-
ment outcomes based on medical
symptoms. New approaches have re-
cently been developed, such as induc-
tive logic programming, which en-
ables learning more expressive
hypotheses than earlier learning
methods. Significant progress has oc-
curred recently in developing a the-
ory of machine learning. For exam-
ple, there is now a quantitative
understanding of how the error in
learned hypotheses depends on the
amount of training data provided
and the complexity of the hy-
potheses considered by the learner.
The field is moving forward rapidly,
pushed by recent technical advances
and the growing need for this tech-
nology. 

3.2.3 Research Opportunities
Current learning methods already
provide positive value, but basic re-
search in new learning algorithms is
likely to have significant payoff. Re-
search is needed to develop methods
that generalize more accurately from
limited data, further develop the un-
derlying theory of machine learning,
and understand how to employ user-
provided conjectures and background
knowledge when analyzing available
training data.

In addition, the opportunities for
machine-learning applications in the
NII suggest specific research di-
rections. Methods for learning over
multimedia data will be increasingly
important. New methods will be
needed for combining information
from multiple databases. Given that
much information on the NII will be
in the form of text, one ripe area for
basic research involves combining
natural language-processing tech-
niques with machine-learning meth-
ods. This area, which has been over-
looked by researchers to a surprising
degree in the past, seems especially
important for the NII. A recognized
but unfulfilled promise of machine
learning is to aid the continual
maintenance of large knowledge
bases for knowledge-based assistant
programs. Many systems are current-
ly deployed throughout every sector
of society; machine learning can help
reduce the amount of labor needed

for both development and mainte-
nance.

An additional NII-related topic is
social learning methods. Here, small
amounts of information from multi-
ple users are combined to provide
individually customized advice to
each. The recommendation of news
articles to individuals provides an ex-
ample. After observing a small num-
ber of articles that user A reads and
likes, a social learning system might
suggest additional articles by cor-
relating A’s interests with other users,
then recommending articles liked by
the most similar other users.

3.3 Reasoning about Plans, 
Programs, and Action
The field of planning develops algo-
rithms that automatically construct
and execute sequences of primitive
commands in order to achieve high-
level goals. Research focuses on de-
signing languages for modeling dy-
namic systems and devising
algorithms that synthesize possible
courses of action. Issues revolve
around tradeoffs involving the ex-
pressiveness of modeling languages,
the specification of performance mea-
sures, and the complexity of the
underlying search problems. 

3.3.1 Relevance to the NII
Using networked computing and in-
formation services effectively requires
an understanding of their capabilities
and the ability to chain services to-
gether to achieve complex objectives.
For example, the Internet Netfind ser-
vice can determine a person’s email
address but only if provided with dis-
tinguishing information about the
person, such as his or her city or in-
stitutional affiliation. AI planning
systems can automatically reason
about formal models of Netfind and
other utilities to focus information-
gathering activities in profitable di-
rections (for example, first de-
termining the person’s city, then
calling Netfind). Because NII users
will routinely generate information
gathering tasks, AI planners can
efficiently assist users in navigating
networks and managing the costs of
access and retrieval. In contrast, exist-
ing search tools (such as Archie,
Veronica, and Anarchie) are limited

by inflexible strategies and the lack of
a predictive model of the dynamic
environment in which they operate.
This dynamic aspect is one of the
most important and challenging fea-
tures of the NII. The associated deci-
sion problems are extremely complex
given the heterogeneous computing
environment, scores of separate and
largely incompatible databases, di-
verse methods of access, and compli-
cated protocols for communication.

Planning algorithms could provide
hidden but essential functions for the
NII. They could enable development
of software robots that use planning
technology to consult repositories of
programs, protocols, and indices and
construct plans to satisfy users’ re-
quests for information or services. As
a result, users would not have to con-
cern themselves with new programs,
archives, and protocols as they be-
come available. Instead, they could
specify what they want, and leave to
planning algorithms the determina-
tion of how to achieve the goals. By
exploiting planning technology, in-
telligent software agents could serve
as user advocates and make the best
use of available resources. 

3.3.2 State of the Art
Successful planning systems have
been developed for several tasks, in-
cluding factory automation, military
transportation scheduling, and medi-
cal treatment planning. Researchers
interested in NII applications are be-
ginning to develop software agents
that take information-gathering goals
supplied by users and then plan and
execute actions to achieve these
goals. The generation of plans of ac-
tion for using NII services is a special
case of automatic programming in
which the programs (plans) involve
loops and conditional branches, with
primitive statements couched in
terms of basic commands to local and
remote networking and database
servers. Although early planning sys-
tems could only generate straight-
line programs, recent work has ex-
tended the plan language to include
conditionals (for example, if the NC-
SA site is available, then get the file
there, otherwise get it from CERN),
and prototype planners are being de-
veloped to automatically synthesize
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loops (for example, repeatedly at-
tempt to access this server on one
minute intervals until successful).
Current planners can handle the
expressive goal languages that will be
demanded by NII applications—least-
commitment planning algorithms
can satisfy goals that are composed
using disjunction, negation, and
nested quantification. To date, most
planning research assumes complete
information; this restriction is a defi-
nite obstacle to the application of
planning technology to NII domains
where incomplete information is the
norm. The research community has
recognized this challenge; several re-
cent planning systems include princi-
pled techniques for coping with
uncertainty and sensing actions. 

3.3.3 Research Opportunities
The NII offers a perfect target for
modern planning theory. First, the
critical information required for de-
cision making is readily available in
symbolic form from electronic
sources, thereby eliminating or reduc-
ing many of the difficult in-
terpretation problems encountered in
planning in areas like robotics. Sec-
ond, the actions involve computer
programs with well-understood se-
mantics and input-output behavior
that is easily observed and interpret-
ed by other computer programs. Fi-
nally, NII-related problems encourage
the use of predictive models, involve
manageable levels of uncertainty, and
are characterized by clear perfor-
mance criteria.

Planning systems for the NII will
have to cope with uncertainty regard-
ing the availability of services. They
will have to make plans with radical-
ly incomplete and possibly out-of-
date information. Planning systems
will need to cope with the tradeoffs
between the benefit of computing the
best possible plan and the need to act
quickly—before all avenues have
been explored. Similarly, NII plan-
ning systems must balance the
benefit accrued from high-quality
information sources with the cost of
invoking premium databases. Al-
though modern planning algorithms
can handle expressive action repre-
sentation languages that are capable
of representing the rich variety of In-

ternet utilities and NII services,
combinatorial problems might pre-
vent such algorithms from scaling to
handle large problems. To combat
this difficulty, research is needed on
search-control languages and domain
compilation techniques.

Modern planning theory is begin-
ning to understand the issues in-
volved in reasoning with incomplete
information, and coping with costs
and time pressure. The first working
systems to realize existing theories
are now being tested on real applica-
tions. The NII will provide an ideal
framework in which to evaluate and
refine these theories. The success of
these prototype systems will be mea-
sured by the increased efficiency of
information workers who can spend
less time searching for and through
information.

3.4 Plausible Reasoning
The AI field of plausible reasoning
has tackled the problem of represent-
ing, understanding, and controlling
the behavior of agents or other sys-
tems in the context of incomplete or
incorrect information. This research
has led to a number of techniques,
algorithms, and implemented sys-
tems for describing, diagnosing, and
manipulating both natural and man-
made artifacts. By basing these tech-
niques on the sound foundation of
probability theory, AI researchers
have been able to assemble large
knowledge bases in a principled way;
effectively perform both predictive
and diagnostic reasoning about the
system; and develop control policies
or plans that could enable the system
to act safely, effectively, and effi-
ciently.

At least four themes underlie this
work: (1) making the structure of the
target system explicit; (2) repre-
senting uncertainty about the system
coherently and explicitly; (3) updat-
ing beliefs about the system as new
information about it is received; and
(4) reasoning about tradeoffs or rela-
tive likelihoods in the prediction, di-
agnosis, or decision task. A hallmark
of this approach has been the
development of models that combine
both structural and numeric compo-
nents. The structural (or symbolic)

component indicates dependencies or
independencies among system com-
ponents; the numeric component quan-
tifies the extent of the dependency,
the strength of belief in a re-
lationship, or the relative likelihood
of various results. 

3.4.1 Relevance to the NII
Uncertainty, incomplete or incorrect
information, and the need to gener-
ate high-quality behavior or make
high-quality predictions or diagnoses
will be central to NII applications. An
intelligent agent cannot possibly
have complete and timely informa-
tion about Internet, diagnosing prob-
lems with human or complex non-
human systems is inexact and
characterized by noisy and conflict-
ing information, and manufacturing
and logistical control problems are
fraught with uncertainty. In all cases,
there is a need for developing cost-ef-
fective solutions, which requires rea-
soning about tradeoffs between the
cost and likelihood of success, the rel-
ative quality of alternative courses of
action, and the value of obtaining
more information versus the cost of
doing so.

3.4.2 State of the Art
Most of the historical success of prob-
abilistic or decision-theoretic models
has been expert applications. In these
applications, a model (or at least the
structural component of the model)
for a domain is elicited from a hu-
man expert and is then used to solve
a wide range of problems from the
domain. These systems have achieved
a high level of effectiveness, size,
speed, and accuracy for tasks such as
diagnosing diseases and suggesting
treatments in human medical care as
well as troubleshooting problems
with complex devices such as aircraft.
This success is in large part owed to
the fact that the framework provides
a natural way to capture crucial
knowledge about the system: struc-
tural regularities, degree of uncertain-
ty, value of information, preferences
or utilities, and relative likelihood. 

Research has also addressed the
planning or decision-making prob-
lem, generating courses of action that
solve a problem or carry out a task ef-
fectively. This work has been applied
both to aiding human decision mak-
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ers in constructing and solving do-
main models and to importing repre-
sentations and algorithms from clas-
sical AI, control, and stochastic
optimization to build and solve these
models automatically. Work in deci-
sion making has also been extended
to the concept of meta-rationality; in
planning an effective course of action
the agent must take into account not
only the cost of taking action but al-
so the cost of delaying action.

Recent work has also been directed
toward learning structural models
and numeric parameters from data
from existing data or knowledge
bases, statistical databases, or the
agent’s own experience in diagnosis
or problem solving.

3.4.3 Research Opportunities
Four basic challenges face current re-
search in plausible inference; two
concern development of new meth-
ods and two concern modelling new
kinds of information. 

First, methods must be devised for
automatic construction of network
structures from fragmentary input,
especially input involving a combina-
tion of formal specifications, natural
language databases, raw statistical da-
ta, or existing databases or knowledge
sources. In addition to the current
emphasis on building a monolithic
model that is then applied to many
situations, some applications require
that a model be built on demand to
solve a new and novel problem. Sec-
ond, abstraction and approximation
methods are needed for handling
very large network structures.
Promising avenues include sampling
techniques, methods for pruning sce-
narios of low likelihood or low rele-
vance, and exploitation of structural
regularities in large databases. The
third challenge is developing models
of user preferences. To build high-
quality solutions to problems, an
agent must have a good definition of
quality that takes into account a us-
er’s preferences. Representations must
be developed that simultaneously are
rich, are easily elicited, and can be
used to solve the problem effectively.
Finally, the capabilities of current sys-
tems must be expanded to encom-
pass the capability of communicating
with, and reasoning about, mental at-

titudes, including the development
of semantics and algorithms for intro-
spective reasoning (reasoning about the
agent’s own mental states) and social
reasoning (reasoning about the mental
states of other agents). 

3.5 Agent Architecture
Agents, as we defined previously, are
entities capable of autonomous goal-
oriented behavior in some envi-
ronment, often in the service of larg-
er-scale goals external to themselves.
The architecture of an agent is the
computational structure that, along
with the more dynamic knowledge
represented within it, generates the
agent’s behavior in the environment.
The architecture must contain struc-
tures that enable representing knowl-
edge (Subsection 3.1), representing
and achieving goals (Subsection 3.3),
interacting with the environment,
and coping with unexpected occur-
rences. Moreover, for many domains,
these capabilities must be exhibited
in real time. Depending on the na-
ture of the environment, other agents
(either human or virtual) in the envi-
ronment, and the kinds of task the
agent should perform in the environ-
ment, other capabilities may also
need to be supported in the agent’s
architecture; for example, coordina-
tion and collaboration (Subsection
3.6), language use (Subsection 3.8),
learning (Subsection 3.2), and hu-
manlike behavior and affect.

3.5.1 Relevance to the NII
Agent architectures provide the nec-
essary infrastructure for agents that
fill critical roles in both intelligent us-
er interfaces (Subsection 2.1) and
software development tools and envi-
ronments (Subsection 2.3). For exam-
ple, an intelligent project coach (Subsec-
tion 2.3.1.1) is an agent that helps
analysts and designers achieve their
larger-scale goals in a project environ-
ment by recording and explaining
choices behind design decisions. The
architecture for such an agent needs
to provide a basis for representing de-
sign knowledge; interacting with the
design environment; coping with un-
expected occurrences; collaborating
with designers; using language (for
explanations); and learning about de-
signs, designing, and designers. Simi-

larly, an agent that assists in large-
scale group training on the NII by
populating a virtual-reality environ-
ment that includes other agents (Sub-
section 2.1.4), such as collaborators,
competitors, assistants, leaders and
instructors, needs to be built on an
architecture that provides most of the
capabilities listed previously (and
quite possibly more).

The key problem in agent architec-
ture is finding a compatible mix of
the necessary capabilities and in-
tegrating them together to support
appropriate, most likely real-time, be-
havior. Compatibility is key here.
True intelligent behavior requires
such a close integration of these ca-
pabilities that arbitrary combinations
of them are as likely to degrade per-
formance as enhance it. For example,
a main result from research on the
combination of learning and plan-
ning is that the acquisition of rules
intended to improve the speed of the
planner usually has the inverse effect
unless the combination is done just
right.

3.5.2 State of the Art
The field of agent architecture is just
starting to reach maturity. A rich
body of work is now available on the
individual capabilities, along with re-
al-time versions of several of them.
Building on this base, dozens of pro-
posals have recently been generated
about how to combine small subsets
of the total set of capabilities (al-
though mostly not in real time). A
small number of systems have
demonstrated the ability to exhibit a
handful or more of the key capa-
bilities in real time. For example, one
such system has yielded automated
intelligent pilots that have suc-
cessfully participated in an opera-
tional military-training exercise.

3.5.3 Research Opportunities
An effective and efficient integration
of all the key capabilities is still a
long-term project. However, many
high-value applications only require
subsets of these capabilities; for ex-
ample, an intelligent project coach
might have only weak real-time re-
quirements and no requirement to
behave in a humanlike manner.
Applications might also be able to get
by with approximate versions of oth-
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er capabilities and still perform useful
functions. What is therefore needed
now—and what the field is clearly
ready to provide—are significant
pushes to develop both real-time ver-
sions of a wider set of the key capa-
bilities and larger and more varied
combinations of capabilities (even if
not in real time). The investigation of
incremental approaches to integra-
tion—in which initially small subsets
of prototype capabilities are com-
bined and applied, and then both the
number of capabilities and the quali-
ty of the resulting behavior are gradu-
ally improved and applied in a wider
range of domains—is one promising
means of addressing this latter need.

3.6 Multiagent Coordination
and Collaboration
The field of multiagent coordination
has studied the problem of endowing
agents with the ability to communi-
cate with each other to reach mutual-
ly beneficial agreements. Specialized
techniques have been developed to
enable an agent to represent and rea-
son about the capabilities of other
agents. Research on collaboration has
led to representations of the infor-
mation agents must establish and
specifications of the information
agents must communicate in order to
collaborate. Research has also led to
algorithms that enable two agents to
communicate their differing ob-
jectives, determine areas of shared in-
terest, and converge on Pareto-opti-
mal agreements that increase the
utility of all participants.

3.6.1 Relevance to the NII
In Section 2, we described intelligent
agents that act as personal assistants
and software brokers that support in-
formation retrieval and other ad-
vanced services. These possibilities
suggest that the majority of network
interactions will eventually be be-
tween programs. To make these inter-
actions flexible, intelligent coordi-
nation and collaboration between
agents will be essential. Furthermore,
collaborative capabilities could sig-
nificantly enhance human-computer
interfaces. A sampling of tasks such
agents could perform illustrates the
promise and challenge of multiagent
coordination and collaboration.

Payment and delivery of services: As
electronic commerce blossoms on the
NII, organizations and individuals
will require assistance in finding the
most attractive product or service
among potentially hundreds of such
products and services advertised on
the NII. Personalized and trusted bar-
gaining agents could act on behalf of
their users by first finding in-
formation and then negotiating with
selling agents over price, conditions
of payment, and delivery schedules.

Yellow-pages and consumer reports
agents: Creating, finding, and provid-
ing new information services, and
helping people find the information
they seek present major problems for
the NII. Capabilities for constructing
information brokers that constantly
monitor a single, relatively narrow
area of interest can help address these
problems. Each broker would con-
struct an extensive representation of
the content of relevant information
sources, the capabilities of service
providers, and the scope of related
brokers.

3.6.2 State of the Art
The field of multiagent systems has
integrated ideas from economics and
linguistics with those of computer
science. Game theory provides a solid
mathematical foundation for study-
ing collaboration and negotiation al-
gorithms, but game theory by itself is
insufficient because it does not pro-
vide algorithms for computing opti-
mal strategies or determining equilib-
rium courses of behavior. AI research
uses game-theoretic concepts as a
guide in the design and analysis of
practical agent collaboration and
negotiation algorithms. Achieve-
ments include the following: iden-
tification of protocols (global con-
straints on messages between the
agents) that lead to quick agreements
and reduce the incentive for one
agent to try and deceive another; de-
sign of interagent communication
paradigms and languages (for exam-
ple, formalizations of speech-act the-
ory, KQML, and AOP), for making in-
teragent requests and coming to
consensus about the mental states of
other agents; and successful imple-
mentation of multiagent systems in a
variety of application domains (for

example, transportation planning,
distributed resource allocation, tele-
phone network management, sensor
interpretation, manufacturing, and
factory automation).

3.6.3 Research Opportunities
The NII presents a variety of chal-
lenges for AI research in collaboration
and coordination algorithms. The
vast number of communicating intel-
ligent agents will challenge the scala-
bility of current theories and meth-
ods. Agents must be able to
efficiently select the most knowledge-
able set of partners with whom to
coordinate in service of a task or in-
formation-gathering objective. As a
result, agents need means for ad-
vertising their existence, interests and
services; narrow casting methods will
be a crucial component in insuring
that agents do not get swamped with
irrelevant junk messages.

Because different intelligent agents
can have different mandates, flexible
incentive structures will be necessary
to assure cooperation. Negotiation
will be crucial for resolving conflicts
in goals, information and results, and
negotiation algorithms must take into
consideration tradeoffs between the
time spent searching for appropriate
agents and information sources, the
time to access a given service, and the
information quality and timeliness of
information delivery. Techniques de-
veloped for negotiation must be ex-
tended to deal with situations in
which people as well as computer
agents participate in the collaborative
or coordinated activity.

Research on theories of collabora-
tion and coordination among multi-
ple agents provides insight into these
issues and tradeoffs as they occur for
a relatively small number of nearly
homogeneous agents. The NII pro-
vides a test-bed environment for scal-
ing up and refining these theories to
deal with very large and heteroge-
neous communities, in which the set
of agents changes dynamically; new
services appear; and the underlying
languages, protocols, and ontologies
evolve over time.

3.7 Ontological Development
The goal of research in ontologies is
to create explicit, formal catalogs of
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knowledge that can be used by in-
telligent systems. An ontology is a the-
ory of a particular domain or sphere
of knowledge, describing the kinds of
entity involved in it and the relation-
ships that can hold among different
entities. An ontology for finance, for
example, would provide working
definitions of concepts like money,
banks, and stocks. This knowledge is
expressed in computer-usable for-
malisms; for example, an agent for
personal finances would draw on its
finance ontology, as well as knowl-
edge of your particular circumstances,
to look for appropriate investments.
Ontologies are broad , in that they
cover a wide range of phenomena
and situations. They are multi-pur-
pose in that the same ontology can
be used in different programs to ac-
complish a variety of tasks.

Building ontologies is difficult for
three reasons. First, articulating
knowledge in sufficient detail that it
can be expressed in computationally
effective formalisms is hard. Second,
the scope of shared background
knowledge underlying interactions of
two agents can be enormous. For ex-
ample, two doctors collaborating to
reach a diagnosis might combine
commonsense conclusions based on
a patient’s lifestyle with their special-
ized knowledge. Third, there are un-
solved problems in using large bodies
of knowledge effectively, including
selecting relevant subsets of knowl-
edge, handling incomplete informa-
tion, and resolving inconsistencies.

3.7.1 Relevance to the NII
The creation of repositories of on-
tologies that can be used by intelli-
gent software robots is crucial to the
NII because ontologies provide the
shared conceptualizations that are re-
quired for communication and col-
laboration. For example, an engi-
neer’s software agent needs to
understand the design rationale and
function of a subsystem to detect the
possible impact of other design deci-
sions on the subsystem. Data-mining
intelligent agents need to understand
the contents of databases to integrate
information from disparate sources.
Robust representations of common-
sense knowledge will be essential for
agents that communicate with peo-

ple; the inability to draw on the back-
ground knowledge we share with
other people is one reason computers
today are so difficult to use. 

3.7.2 State of the Art
Despite its fundamental importance,
the accumulation of ontologies has
only just begun. Techniques for orga-
nizing ontologies, combining smaller
ontologies to form larger systems,
and using this knowledge effectively
are all in their infancy. There are few
collections of ontologies in existence;
almost all are still under de-
velopment, and currently none of
them are widely used. 

Efforts are under way to create on-
tologies for a variety of central
commonsense phenomena, including
time, space, motion, process, and
quantity. Research in qualitative rea-
soning has led to the creation of tech-
niques for organizing large bodies of
knowledge for engineering domains
and automatic model-formulation al-
gorithms that can select what subset
of this knowledge is relevant for cer-
tain tasks. Although these efforts are
promising, they are only in the pre-
liminary stages of development. The
natural language community has in-
vested in a different form of ontologi-
cal development. WordNet is a simple
but comprehensive taxonomy of
about 70,000 interrelated concepts
that is being used in machine transla-
tion systems, health care applications,
and World Wide Web interfaces.

Another important development
has been the creation of easy-to-use
tools for creating, evaluating, ac-
cessing, using, and maintaining
reusable ontologies by both individu-
als and groups. The motivation is
that ontology construction is difficult
and time consuming and is a major
barrier to the building of large-scale
intelligent systems and software
agents. Because many conceptualiza-
tions are intended to be useful for a
wide variety of tasks, an important
means of removing this barrier is to
encode ontologies in a reusable form
so that large portions of an ontology
for a given application can be assem-
bled from smaller ontologies, that are
drawn from repositories. This work is
also only in the preliminary stages of
development.

3.7.3 Research Opportunities
Several research directions offer ex-
ceptional payback for NII infrastruc-
ture and applications: developing
reusable ontologies for commonsense
concepts, such as physical concepts
(for example, time, space, material
properties), NII concepts (such as,
computers, networks, documents,
bandwidth), social concepts (such as
privacy and harm), and mental con-
cepts (such as forgetting and atten-
tion); defining semiformal represen-
tation languages that support
descriptions both informally in natu-
ral language and formally in a com-
puter-interpretable knowledge repre-
sentation language; implementing
the next generation of ontology
construction tools (these tools should
include capabilities for browsing and
visualizing ontologies, detecting in-
consistencies, and semiautonomously
synthesizing ontologies based on the
use of terms in natural language doc-
uments; and devising strategies that
agents can use to detect com-
munications problems stemming
from inconsistent ontologies and de-
veloping translation algorithms so
that intelligent agents can agree on a
common communication substrate. 

3.8 Speech and Language 
Processing
The ultimate goal of natural lan-
guage-processing (NLP5) research is
to create systems able to commu-
nicate with people in natural lan-
guages. Such communication requires
an ability to understand the meaning
and purpose of communicative ac-
tions, such as spoken utterances,
written texts, and the gestures that
accompany them and an ability to
produce such communicative actions
appropriately. These abilities, in their
most general form, are far beyond
our current scientific understanding
and computing technology.

Ambiguity is one reason general
natural language processing capabili-
ties are difficult to achieve. Human
languages all use a small set of re-
sources (such as words, structures, in-
tonations, and gestures) to convey an
exceedingly wide, rich, and varied set
of meanings. Any one word, struc-
ture, or gesture will often be used in
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many different ways. Although peo-
ple rarely notice such lexical, struc-
tural, semantic and intonational am-
biguities, their identification and
resolution challenge current speech-
and language-processing systems. An-
other source of difficulty is the differ-
ence between what people say (or
write) and what they actually mean.
People rely on their audience to un-
derstand much that is not explicitly
said or written, deriving this informa-
tion from context and common
knowledge. Furthermore, people of-
ten begin to speak or write before
their ideas are well thought out, us-
ing the formulation of real utterances
as a step in understanding their own
partially formed ideas. Both practices
result in partial and imperfect evi-
dence for what people are really try-
ing to communicate.

3.8.1 Relevance to the 
National Information Infrastructure
Because natural language is often the
preferred way to communicate with
people, it will undoubtedly become a
popular means for communicating
with computers. Natural language is
also currently the most prevalent
medium for knowledge representa-
tion; most of what humankind
knows is stored as written text. Thus,
the potential relevance of natural lan-
guage processing to the NII is im-
mense. Natural language understand-
ing and generation could be central
to the next generation of intelligent
interfaces; in the short term at least,
information management will largely
mean text management; and natural
language processing of some kind
will be needed to facilitate the coop-
erative work environments required
for efficient design and development
of the NII.

3.8.2 State of the Art
Natural language processing research
has resulted in several significant
achievements, including the fol-
lowing: techniques for parsing, se-
mantic interpretation, and discourse
modeling sufficient to process re-
alistic database queries posed in natu-
ral language; the reuse of language-
understanding techniques for
generation of reports customized to
context, task, and user; statistical
models of speech acoustics, word pro-

nunciation, and word sequencing
that are sufficiently accurate to sup-
port usable speech understanding of
restricted vocabulary utterances;
speech-generation systems that can
generate spoken language with into-
nation contours that begin to con-
form to and reflect intended meaning
and underlying context; machine-
translation systems that can improve
the efficiency of human translators
by providing useful first drafts; and
content-based retrieval systems that
can glean useful information from
unstructured text documents.

A relatively recent development is
the use of statistical models. Typically
generated automatically, statistical
models can predict with good accura-
cy simple grammatical features of ut-
terances such as a words part of
speech, as well as semantic properties
such as a word’s most likely sense in
a given context; they thus reduce
problems caused by ambiguities in
the grammatical and semantic prop-
erties of words. Improved discourse
modeling is another result of recent
research; idealized models of purpo-
sive communicative action have been
developed based on empirical studies,
planning, and collaboration, and the
models have been incorporated in ex-
perimental systems.

3.8.3 Research Opportunities
Much of the success of current natu-
ral language processing technology
has come from a long, tedious pro-
cess of incremental improvement in
existing approaches. More work of
this kind is needed to extract the best
possible performance from known
techniques. In addition, there are sig-
nificant research opportunities in ex-
ploring new and combined ap-
proaches. For example, although
statistical and machine-learning tech-
niques in natural language processing
offer broad (but shallow) coverage
and robustness with respect to noise
and errors, grammatical and logical
techniques offer deeper analyses of
meaning, purpose, and discourse
structure. These two types of tech-
niques could complement one an-
other. The symbolic techniques
might serve to specify a space of in-
terpretation possibilities and the
statistical techniques might serve to

evaluate efficiently the evidence for
alternative interpretations. The re-
sults of such integration will be of
value to all natural language process-
ing applications, from information
extraction and machine translation
to collaborative interfaces. Another
way to exploit known technology
maximally might be to determine
how natural language processing
technology can be combined most ef-
fectively with other AI and non-AI
technologies to forge effective multi-
modal user interfaces.

3.9 Image Understanding and
Synthesis
The speed with which people extract
information from images makes vi-
sion the preferred perceptual modali-
ty for most people in the majority of
tasks, thus implying that easy-to-use
computers should be capable of both
understanding and synthesizing im-
ages. One of the goals of computer-
vision research is image understand-
ing and classification. Depending on
the application, the imagery to be
understood might include a scanned
document page, a mug shot, an aerial
photograph, or a video of a home or
office scene. In each instance, what it
means to understand the image (or
image sequence) and the ways this
understanding is accomplished, can
be very different.

In contrast, image synthesis is the
task of generating artificial imagery;
it is the goal of computer-graphics re-
search. Again, the types of image vary
greatly (for example, charts and
maps, interior and exterior views of
buildings, biomedical and scientific
visualizations, and cartoon anima-
tions), as do the methods for gen-
erating them. In the near future,
some computer applications might
even use a tightly coupled combina-
tion of image understanding and syn-
thesis. For example, a three-dimen-
sional fax might scan and understand
two-dimensional images of an object
at one location; resolve structural
ambiguities; compress and transmit a
symbolic encoding of the object; and
then synthesize a virtual three-di-
mensional replica that can be manip-
ulated, molded, or even physically
manufactured somewhere else. Such
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an application would, in effect, be
sending a physical object through a
computer network.

A general, robust, three-dimension-
al fax capability is beyond current
technology. It is not easy to say in
general what characterizes the hard
or easy problems in computer graph-
ics and computer vision. Although
some vision and graphics problems
have yielded to persistent research
(such as optical character recognition
and photorealistic image synthesis),
others continue to challenge us (for
example, general real-world scene in-
terpretation and motion control for
animated characters). Nonetheless,
these two areas are currently among
the most dynamic in the field of AI,
and the state of the art is constantly
changing. 

3.9.1 Relevance to the National 
Information Infrastructure
Image understanding and synthesis
are relevant to the development of
intelligent user interfaces, digital li-
braries, and 3D fax capabilities. Auto-
matic design of informational graph-
ics (for example, charts, maps, and
scientific visualizations) is a necessary
complement to natural language gen-
eration; both modalities are needed
to facilitate computer applications
that can explain themselves. Virtual
environments seem sterile and unbe-
lievable unless the human- and com-
puter-controlled agents that inhabit
them move in plausible ways. Auto-
matic motion synthesis and motion
tracking from video are two tech-
nologies that address this problem.
Interpretation of manual gestures and
facial expressions is an important as-
pect of human communication that
might be incorporated effectively in-
to computer-human interfaces if the
necessary computer-vision problems
can be solved. On a more mundane
level, robust handwriting recognition
would create many opportunities for
developing new, more natural user
interfaces. 

Infrastructure services and develop-
ment tools will also benefit from ad-
vances in computer graphics and
computer vision. Although the ma-
jority of human knowledge remains
stored in paper documents, doc-
ument analysis and recognition will

be needed to convert scanned text
and illustrations into symbolic form,
thereby facilitating data and knowl-
edge management services. More
speculatively, general image under-
standing would revolutionize knowl-
edge discovery and acquisition; even
limited success (for example, the abil-
ity to reliably find specific people in
photographs or videos) would sup-
port extremely useful services. Final-
ly, the difficulty of designing and
modeling large-scale virtual envi-
ronments can be mitigated by apply-
ing intelligent modeling techniques
that can automatically build scene
models from replicas of natural and
manmade objects, which might even
be acquired initially through comput-
er-vision techniques.

3.9.2 State of the Art
In general, current computer-vision
techniques are capable of impressive
feats under controlled conditions, but
these techniques often prove to be
brittle and nonrobust under real-
world conditions. The state-of-the-art
in four typical tasks illustrates this
point.

Facial recognition: A variety of dif-
ferent algorithmic approaches can
recognize standard mug shots front-
facing, head-only photographs under
controlled lighting with high accura-
cy; however, identifying a face in an
image taken in a more realistic set-
ting cannot be done reliably.

Object recognition and reconstruction:
Under ideal lighting and viewing
conditions, simple known objects
(for example, a coffee mug, a rubber
duck) can be recognized, and simple
unknown objects can be reconstruct-
ed, but these techniques often fail
completely under less favorable con-
ditions.

Hand tracking and gesture recognition:
Under ideal conditions, the move-
ment and configuration of a human
hand can be tracked with high accura-
cy; however, no current system can in-
terpret sign language in a practical set-
ting. Automatic recognition of facial
expressions is becoming a reality. 

Document analysis and recognition: A
one-column document that is cleanly
typed in an appropriate font can be
interpreted with high fidelity; howev-
er, a poor-quality multicolumn docu-

ment with irregular layout and mixed
fonts can baffle the best of the cur-
rent systems. 

Three-dimensional computer
graphics problems can be neatly di-
vided into two categories: modeling
and rendering. Modeling is the prob-
lem of acquiring, representing, and
manipulating a symbolic description
of the objects in a static or moving
scene. Rendering is the problem of
converting a scene model into the ap-
propriate two-dimensional image. In
general, image rendering is well
understood; current techniques are
capable of accounting for great sub-
tlety in lighting and shading phe-
nomena to generate amazingly realis-
tic imagery. Modeling, however, is
not as advanced. Making an articulat-
ed figure move in a visually plausible
way or designing a solid model of a
manmade artifact are difficult. Typi-
cally, the best tools available for these
tasks are direct-manipulation user in-
terfaces, which are tedious and hard
to use. Only recently have researchers
begun to apply, to some degree, AI
tools and ideas with a view toward
automating the hard modeling tasks.
Informational graphics, which are
mostly two-dimensional but can be
three-dimensional, form an essential-
ly distinct category of graphics, but
one that is of great importance for in-
formation analysis and presentation.
Research in this area has also focused
mostly on improved user interfaces
for the manual creation of images
such as charts and maps; relatively
little research has been conducted to
date on the automatic design of such
graphics.

3.9.3 Research Opportunities
Much of the low-level image-under-
standing technology is relatively ma-
ture. For example, there are fairly reli-
able techniques for recovering visual
motion, stereo reconstruction, and
determining structure from motion.
Similarly, in graphics, low-level pro-
cesses such as rendering are almost-
solved problems. These successes ac-
count for the positive capabilities
listed earlier. Increasingly, the re-
search challenge and opportunity is
in higher-level processing, repre-
sentation, and reasoning about visual
and geometric information. Only at
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higher levels is there enough in-
formation to counter the noise and
ambiguities that are the source of
brittleness in current techniques. For
example, emerging AI areas such as
artificial life and evolutionary com-
putation are beginning to show
promise for such representation and
reasoning problems. The key chal-
lenge in this area will be to build on
the prior results of AI, vision,
robotics, and graphics, and incorpo-
rate new concepts and technologies. 

4. Conclusions
The National Information Infrastruc-
ture (NII) promises to deliver to peo-
ple in their homes and businesses a
vast array of information in many
forms. It could significantly improve
many aspects of citizens’ lives. How-
ever, for the NII to realize its poten-
tial, it must provide efficient and easy
access without requiring specialized
training. The field of AI is positioned
to make substantial contributions to
the NII. AI techniques can play a cen-
tral role in the development of a use-
ful and usable NII by (1) enabling the
construction of human-computer in-
terface systems that are goal-oriented,
cooperative, and customizable; allow
users to communicate in natural
ways in a variety of modalities; and
provide a consistent interface to the
full range of NII services; (2) provid-
ing services for data and knowledge
management integration and transla-
tion, and knowledge discovery in
support of a more flexible infrastruc-
ture; and, (3) assisting in the develop-
ment of more powerful software tools
and environments by adding a range
of advanced capabilities to rapid pro-
totyping systems; enabling the devel-
opment of intelligent project man-
agement aids; and supporting the
construction of simulation systems
that include more sophisticated sim-
ulated agents, including characters
that act in human-like ways. 

This report recommends support of
AI research in eight key areas, each of
which has substantial promise for
high payback to the NII effort:
knowledge representation; learning
and adaptation; reasoning about
plans, programs, and actions; plausi-

ble reasoning; agent architecture;
multiagent coordination and col-
laboration; development of ontolo-
gies; speech and text processing; and,
image understanding and synthesis.
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