In recent years, there has been a resurgence in research on empirical methods in natural language processing. These methods employ learning techniques to automatically extract linguistic knowledge from natural language corpora rather than require the system developer to manually encode the requisite knowledge. The current special issue reviews recent research in empirical methods in speech recognition, syntactic parsing, semantic processing, information extraction, and machine translation. This article presents an introduction to the series of specialized articles on these topics and attempts to describe and explain the growing interest in using learning methods to aid the development of natural language processing systems.

One of the biggest challenges in natural language processing is how to provide a computer with the linguistic sophistication necessary for it to successfully perform language-based tasks. This special issue presents a machine-learning solution to the linguistic knowledge-acquisition problem: Rather than have a person explicitly provide the computer with information about a language, the computer teaches itself from online text resources.

A Brief History of Natural Language Research

Since its inception, one of the primary goals of AI has been the development of computational methods for natural language understanding. Early research in machine translation illustrated the difficulties of this task with sample problems such as translating the word pen appropriately in "The box is in the pen" versus "The pen is in the box" (Bar-Hillel 1964). It was quickly discovered that understanding language required not only lexical and grammatical information but semantic, pragmatic, and general world knowledge. Nevertheless, during the 1970s, AI systems were developed that demonstrated interesting aspects of language understanding in restricted domains such as the blocks world (Winograd 1972) or answers to questions about a database of information on moon rocks (Woods 1977) or airplane maintenance (Waltz 1978). During the 1980s, there was continuing progress on developing natural language systems using hand-coded symbolic grammars and knowledge bases (Allen 1987). However, developing these systems remained difficult, requiring a great deal of domain-specific knowledge engineering. In addition, the systems were brittle and could not function adequately outside the restricted tasks for which they were designed. Partially in reaction to these problems, in recent years, there has been a paradigm shift in natural language research. The focus has shifted from rationalist methods based on hand-coded rules derived to a large extent through introspection to empirical, or corpus-based, methods in which development is much more data driven and is at least partially automated by using statistical or machine-learning methods to train systems on large amounts of real language data. These two approaches are characterized in figures 1 and 2.

Empirical and statistical analyses of natural language were previously popular in the 1950s when behaviorism was thriving in psychology (Skinner 1957), and information theory was newly introduced in electrical engineering (Shannon 1951). Within linguistics, researchers studied methods for automatically learning lexical and syntactic information from corpora, the goal being to derive an algorithmic and unbiased methodology for deducing the structure of a language. The main insight was to use distributional information, such as the environ-
ment a word can appear in, as the tool for language study. By clustering words and phrases based on the similarity of their distributional behavior, a great deal could be learned about a language (for example, Kiss [1973], Stolz [1965], Harris [1962], Chatman [1955], Harris [1951], and Wells [1947]). Although the goal of this research was primarily to gain insight into the structure of different languages, this framework parallels that of modern empirical natural language processing: Given a collection of naturally occurring sentences as input, algorithmically acquire useful linguistic information about the language.

Distributional linguistics research began to wane after Chomsky’s (1959, 1957) influential work dramatically redefined the goals of linguistics. First, Chomsky made the point that a linguist should not merely be descriptive, discovering morphological, lexical, and syntactic rules for a language, but should turn instead to what he saw as more interesting problems, such as how language is learned by children and what features all languages share in common. These phenomena are far from surface apparent and, therefore, not amenable to a shallow corpus-based study. Second, Chomsky argued against the learnability of language from data, believing that most of language is innate and not learned. Over the years, Chomsky and other generative linguists have uncovered many subtle facts about language that people seem to know somehow and yet that seemingly could not have been learned because of the paucity of data. As researchers discovered that language is much more complex...
than was previously thought and as learning the complexities of language from data began to appear hopeless, much of the work on corpus–based–language learning was halted. Chomsky’s development of generative linguistics and his critique of existing empirical approaches to language quickly shifted the focus to alternative rationalist methods, with their emphasis on symbolic grammars and innate linguistic knowledge, that is, universal grammar. Early AI research in natural language processing adopted this rationalist approach in the sense that it used rule-based representations of grammars and knowledge that were hand coded by the system developer instead of being learned from data.

In the early 1980s, there was some work in automatic induction of lexical and syntactic information from text, based largely on two widely available annotated corpora: the Brown corpus (Marcus, Santorini, and Marcinkiewicz 1993a) and the Lancaster-Oslo–Bergen corpus (Garside, Leech, and Sampson 1987). Empiricism then spread rapidly throughout the natural language–processing community to a large extent the result of seminal research in speech recognition (Waibel and Lee 1990). Like other natural language research of the time, speech research in the 1970s focused on rationalist knowledge-based methods (Klatt 1977; Reddy 1976). However, during the 1980s, research originating at IBM Yorktown resulted in statistical (stochastic) methods based on hidden Markov models (HMMs) that outperformed previous knowledge-based approaches (Rabiner 1989; Bahl, Jelinek, and Mercer 1983). These methods use a probabilistic finite-state machine to model the pronunciation of words and utilize a hill-climbing training algorithm to fit the model parameters to actual speech data. Most current commercial speech-recognition systems use HMMs.

Starting in the late 1980s, the success of statistical methods in speech spread to other areas of natural language processing (Charniak 1993). Much of the initial success came from using the noisy-channel model (figure 3), an approach that had proven highly successful in speech recognition. Basically, the model assumes that language is generated and then passed through a noisy channel, and the resulting noisy data are received. The goal then is to recover the original data from the noisy data. It is fascinating that this simple model has been used successfully in areas of language processing as disparate as spelling correction and machine translation.

One of the first successes of corpus-based learning was in part–of–speech (POS) tagging, that is, assigning an appropriate lexical syntactic class (for example, noun, verb, article) to each of the words in a sentence (Merialdo 1994; Church 1988; Bahl and Mercer 1976). A number of techniques can now perform this task at an accuracy close to human performance (>95%), and it is a useful preprocessing step in other tasks such as parsing, speech synthesis, and information retrieval. Another early influential result was that achieved by a statistical approach to machine translation trained and tested on bilingual proceedings of the Canadian parliament (Brown et al. 1990). With the development of tree banks, large databases of sentences annotated with syntactic parse trees (Marcus, Santorini, and Marcinkiewicz 1993b), came an increasing body of research on empirical parsing methods, for example, probabilistic context–free grammars (PCFGs) (Charniak 1996; Collins 1996; Pereira and Shabes 1992; Lari and Young 1990b). Research on empirical methods is now thriving in a variety of other areas as well, such as word–sense disambiguation (Ng and Lee 1996; Gale, Church, and Yarowsky 1992), prepositional phrase attachment (Hindle and Rooth 1993), semantic analysis (Miller et al. 1997; Zelle and Mooney 1996), anaphora (for example, pronoun) resolution (Aone and Bennett 1995; Cardie 1992), and discourse segmentation (Litman 1996).

In recent years, there have been numerous specialized workshops on issues relating to empirical natural language processing held in coordination with the National Conference on Artificial Intelligence (AAAI–92), the International Joint Conference on Artificial Intelli-
Reasons for the Resurgence of Empiricism

The recent dramatic increase in empirical research has been attributed to various causes. Armstrong-Warwick (1993) mentions that empirical methods offer potential solutions to several related, long-standing problems in natural language processing such as (1) acquisition, automatically identifying and coding all the necessary knowledge; (2) coverage, accounting for all the phenomena in a given domain or application; (3) robustness, accommodating real data that contain noise and aspects not accounted for by the underlying model; and (4) extensibility, easily extending or porting a system to a new set of data or a new task or domain.

Automated learning and training techniques allow much of the relevant knowledge to be acquired directly from data rather than laboriously hand coded. If the training data are extensive and represent all the relevant phenomena, empirical methods, which attempt to optimize performance over the complete training set, can help ensure adequate coverage. Unlike symbolic methods that use hard constraints, statistical methods can produce a probability estimate for each analysis, thereby ranking all possible alternatives. This more flexible approach can improve robustness by accommodating noise and always allowing the selection of a preferred analysis even when the underlying model is inadequate. Finally, because empirical methods allow for automatic retraining on additional data or data from a different distribution or a new domain, they can also help improve extensibility.

In addition, Church and Mercer (1993) mention three recent developments that they believe have spurred the resurgence in empiricism: (1) computing resources, the availability of relatively inexpensive workstations with sufficient processing and memory resources to analyze large amounts of data; (2) data resources, the development and availability of large corpora of linguistic and lexical data for training and testing systems; and (3) emphasis on applications and evaluation, industrial and government focus on the development of practical systems that are experimentally evaluated on real data.

Because empirical methods generally require computationally expensive training and testing on large amounts of data, adequate computing resources are needed to support such research. Recently, sufficient computing resources have become available to most researchers. Another requirement of empirical approaches is sufficient linguistic data. For many methods, data also require human annotation with, for example, syntactic tags, parse trees, or word senses. Recently, a number of large corpora have been assembled, appropriately annotated, and made available to the research community. Much of these data are available through organizations such as the Linguistic Data Consortium (LDC) (www.ldc.upenn.edu). Two examples of widely used resources are the Penn tree bank (Marcus, Santorini, and Marcinkiewicz 1993b), which among its data contains syntactic parses for about 40,000 sentences from the Wall Street Journal, and WordNet (Miller 1991) (www.cogsci.princeton.edu/wn), an English lexical database with word senses linked by kind-of, part-of, and other semantic relations.

A final influential change is the desire to move beyond toy domains and systems to more realistic applications and products.

A final influential change is the desire to move beyond toy domains and systems to more realistic applications and products.
empirical methods to quickly develop fairly robust systems that optimize particular numeric criteria for evaluating parsing or retrieval accuracy also give them an edge in such a result-driven environment.

Categories of Empirical Methods

Most of the recent work in empirical natural language processing has involved statistical training techniques for probabilistic models such as HMMs and PCFGs (Charniak 1993). These methods attach probabilities to the transitions of a finite-state machine or the productions of a formal grammar and estimate these probabilistic parameters based on training data. If the training set is preannotated with the structure being learned, learning consists simply of counting various observed events in the training data. If the corpus is not annotated, an estimation-maximization strategy could be used (for example, the forward-backward algorithm for Markov models and the inside-outside algorithm for PCFGs (Baum 1972; Lari and Young 1990a). Novel test examples are then analyzed by determining the most-probable path through the learned automaton or derivation from the learned grammar that generates the given string. Other empirical methods gather and use other statistics such as the frequency of each n-word sequence (n-gram) appearing in the language.

However, not all empirical methods use probabilistic models. In the 1970s and early 1980s, there were a number of research projects on learning symbolic grammars and parsers for natural language (Berwick 1985; Langley and Carbonell 1985; Anderson 1977; Reeker 1976). Although the resulting systems demonstrated some interesting principles, they were only tested on small sets of artificial data and never had a major impact on mainstream computational linguistics. Although the current resurgence in empiricism has primarily involved probabilistic methods, symbolic learning techniques are also fairly well represented. Of course, all learning methods are statistical in the sense that they make inductive generalizations from data, and the accuracy of these generalizations can be analyzed using the theory of probability and statistics (Kearns and Vazirani 1994); however, nonprobabilistic methods do not explicitly use probabilities in the representation of learned knowledge. Symbolic learning methods that have been used in recent natural language-processing research include transformational-rule induction (Brill 1995, 1993), decision tree induction (Hermjakob and Mooney 1997; Litman 1996; Aone and Bennett 1995), inductive logic programming (Zelle and Mooney 1996), explanation-based learning (Samuelsson and Rayner 1991; Mooney and Dejong 1985), and exemplar (case-based) methods (Ng and Lee 1996; Cardie 1993). These systems automatically acquire knowledge in some form of rules or simply remember specific past examples and make decisions based on similarity to these stored instances.

A claimed advantage of symbolic methods is that the learned knowledge is more perspicuous and interpretable by humans compared to large matrices of probabilities. Therefore, symbolic methods could provide more insight into the language-understanding process and allow developers to more easily understand, manipulate, and debug the resulting system. A claimed advantage of probabilistic methods is that they provide a continuous ranking of alternative analyses rather than just a single output, and such rankings can productively increase the bandwidth between components of a modular system. For example, if a POS tagger provides nonzero probabilities for several tags (for example, noun: 0.9, verb: 0.08), then a subsequent probabilistic parser can use these probabilities when weighing decisions about phrasal and sentential structure. Evidence from the parser can confirm the tagger’s most probable label (for example, confirm the noun interpretation) or overrule it based on stronger evidence from the larger grammatical context (for example, switch to the initially less likely verb interpretation to form a more coherent parse of the complete sentence).

Another major style of empirical methods is neural network, or connectionist. When neural nets were originally popular in the 1950s, most of the research concerned visual pattern recognition, and language learning was not well represented. However, with the revival of neural nets in the 1980s, applications to language were visible. For example, four of the six chapters in the Psychological Processes section of the Rumelhart and McClelland (1986b) parallel distributed processing volumes (an influential early publication in the resurgence of neural nets) concern models of language processing, specifically, speech, reading, morphology, and sentence analysis. Since then, there has been a range of research on training neural networks to perform various language-processing tasks (Miikkulainen 1993; Reilly and Sharkey 1992). Several neural net methods have successfully been applied to speech recognition (Lippman 1989) and the conversion of text to speech (Sejnowski and Rosenberg 1996; Cardie 1993) in which neural networks are trained to convert text to speech (Sejnowski and Rosenberg 1996; Cardie 1993).

Most of the recent work in empirical natural language processing has involved statistical training techniques for probabilistic models such as HMMs and PCFGs.
difficult, time-consuming task, ideally, unsupervised training is preferable. However, the explicit, detailed feedback provided by supervised training generally results in improved performance (Merialdo 1994; Pereira and Shabes 1992).

Finally, it is important to note that traditional rationalist approaches and empirical methods are not incompatible or incommensurate (Klavans and Resnik 1996). Many empirical systems, particularly those using symbolic methods, exploit traditional representations and algorithms and simply replace handcrafted rules with knowledge automatically extracted from data. A number of empirical parsing methods use a fairly standard shift-reduce framework in which parsing operators construct and manipulate constituents stored in a stack (Miikkulainen 1996; Magerman 1995; Zelle and Mooney 1994; Simmons and Yu 1992). Several empirical information-extraction systems simply replace the hand-coded rules and patterns of an existing symbolic system with ones automatically acquired from examples (Soderland and Lehnert 1994; Riloff 1993). Even probabilistic approaches typically divide the understanding process into traditional subtasks, such as maintaining separate syntactic, semantic, and discourse modules with the standard input and output, but with the addition that multiple interpretations are maintained and each assigned a probability (Miller et al. 1996). Integrating the important linguistic insights and rich representations of rationalist approaches with the previously discussed advantages of empirical methods is an important problem that is attracting increasing attention.

Figure 4. Components of a Natural Language-Processing System.
**Categories of Language Tasks**

Understanding natural language is a complex task and involves many levels of processing and a variety of subtasks. The articles in this collection divide the field of natural language processing as follows: speech recognition and spoken-language analysis, syntactic analysis, semantic analysis, discourse analysis and information extraction, and machine translation. Figure 4 illustrates the first four as components of an overall language-understanding system.

**Speech Recognition**

Speech recognition concerns mapping a continuous speech signal into a sequence of recognized words. The problem is difficult because of the wide variation in the exact pronunciation of words spoken by different speakers in different contexts. Other problems include homonyms (for example, pair, pear, pare), other forms of acoustic ambiguity (for example, youth in Asia and euthanasia), and the slurring of words (for example, didja) that happens in continuous speech.

In the article “Linguistic Knowledge and Empirical Methods in Speech Recognition,” Andreas Stolcke presents an overview of the current state of the art in speech recognition. Speech recognition has gained great momentum recently, with many commercial products currently available and research systems rapidly becoming more accurate and robust. Stolcke describes some of these emerging systems and presents the technology that is used in virtually all modern speech-recognition systems. In Miller and Chomsky (1963), arguments were presented against the adequacy of Markov models for natural language. For example, no Markov model would be adequate to capture all long-distance dependencies. In the sentence “the boy eats,” a bigram model (a model where the state remembers the one previous word) would be sufficient to model the relationship between boy and eats. However, these words can be arbitrarily far apart, as in “The boy on the hill by the lake in our town eats.” Although some recent work has been done to create sophisticated models of language able to handle such dependencies, interestingly the bigram and trigram (a model based on a two-word history) are the underlying models of language used in virtually all current speech systems and have proven extremely effective despite their obvious deficiencies.

**Syntactic Analysis**

Syntactic analysis involves determining the grammatical structure of a sentence, that is, how the words are grouped into constituents such as noun phrases and verb phrases. A sub-task of syntactic analysis is assigning a part of speech to each word, such as determining that saw acts as a noun in “John bought a saw” and as a verb in “John saw the movie.” Another problem of ambiguity in syntactic analysis is attachment, such as determining in the sentence “John saw the man on the hill” whether on the hill modifies the man or the seeing event. Such ambiguity has a tendency to explode combinatorially. A sentence ending in n prepositional phrases such as “on the hill” or “with a telescope” has at least 2^n syntactic analyses depending on how these phrases are attached (Church and Patil 1982). However, because of syntactic and semantic preferences and constraints, people rarely notice this rampant ambiguity and usually quickly settle on an interpretation based on context.

In “Statistical Techniques for Natural Language Parsing,” Eugene Charniak presents an overview of current work in machine learning of syntactic information. There have recently been great improvements in such systems, which can be attributed to two things: (1) publicly available tree banks and (2) grammar lexicalization. The Penn tree bank has released a corpus of 50,000 sentences that have carefully been annotated for syntactic structure by hand. This is a great resource for training and also provides the research community with the ability to readily assess the quality of their programs because researchers can train and test on the exact same sentences. PCFGs have been around for a long time. However, they have one big weakness as a tool for modeling language. Given a PCFG, the probability of a particular parse for a sentence is the product of the probability of all rules used to generate the parse. Given the two sentences along with their parses shown in figure 5, assuming flew and knew are equally likely as verbs, the PCFG would assign equal probability to these two sentences because they differ in how they were generated only by one rule (VP → flew versus VP → knew).

The insight that has led to vast improvements in parsing is that by lexicalizing the grammar, much more meaningful statistics can be obtained. For example, a lexicalized parse is shown in figure 6. The idea is that all nodes in the tree contain information about the words in the sentence, not just the nodes immediately above words. In the nonlexicalized parses of figure 5, an S node is expanded into an NP node and a VP node. In a lexicalized parse such as that in figure 6, an S node expands into an airplane NP node and a flew VP node. Because the probability of S → NP:
airplane VP : flew will be greater than that of $S \rightarrow NP : \text{airplane} \ VP : \text{knew}$ (airplanes fly, they don’t know), the grammar will now give higher probability to the more likely sentence.

**Semantic Analysis**

Semantic analysis involves mapping a sentence to some sort of meaning representation, for example, a logical expression. In “Corpus-Based Approaches to Semantic Interpretation in Natural Language Processing,” Hwee Tou Ng and John Zelle describe recent empirical work on two important subtasks of semantic analysis: (1) word-sense disambiguation and (2) semantic parsing. Word-sense disambiguation roughly means deciding which of the possible meanings for a word is correct in a particular context. A classic example is determining whether pen refers to a writing instrument or an enclosure in a particular sentence such as “John wrote the letter with a pen” or “John saw the pig in the pen.” This step is vital for natural language understanding. It is also important for machine translation, where different senses of a word in one language are translated differently. In speech synthesis, one needs to know the sense of certain words to determine the correct pronunciation (for example, bass guitar versus bass fishing).

Part of semantic parsing involves producing a case-role analysis, in which the semantic roles of the entities referred to in a sentence, such as agent and instrument, are identified. When building a natural language front end to a database, the ability to map a sentence to a formal query language, such as Prolog or SQL, is particularly useful. Activity in semantic parsing has been stimulated recently, in part because of various DARPA-sponsored projects. In one particular project, ATIS, the goal is to convert sentences uttered to a travel agent into SQL queries that can then be used to automatically retrieve the desired information.

**Discourse Analysis and Information Extraction**

Claire Cardie’s article, “Empirical Methods in Information Extraction,” describes recent work in discourse analysis. Discourse analysis involves determining how larger intersentential context influences the interpretation of a sentence. Her article covers two important sub-
tasks in discourse analysis: (1) coreference resolution and (2) information extraction. Coreference resolution is the task of determining what phrases in a document refer to the same thing. One aspect of this problem is pronoun resolution. For example, in the sentence "John wanted a copy of Netscape to run on his PC on the desk in his den; fortunately, his ISP included it in their startup package," a pronoun-resolution algorithm would have to determine that it refers to a copy of Netscape rather than PC, desk, or den. More generally, to do successful text analysis and understanding, one needs to identify all noun phrases that corefer within a discourse. For example, in the sentence "Ford bought 100 acres outside Nashville; the company will use the land to build a factory," it must be determined that Ford and the company corefer, as do 100 acres and the land.

Information extraction is the task of locating specific pieces of data from a natural language document and has been the focus of DARPA's MUC program (DARPA 1993; Lehnert and Sundheim 1991). For example, consider analyzing a message from the newsgroup misc.jobs.offered to extract the employer's name, the location, the type of job, the years of experience required, and so on. The information extracted from a collection of messages could then be stored in a database with fields for each of these slots. Typically, text is first linguistically annotated, and then extraction rules are used to map from annotated text to slot filling. Until recently, these rules were written by hand. By using machine-learning techniques, extraction rules can be learned automatically and achieve performance close to the best manually constructed systems.

Machine Translation

Machine translation involves translating text from one natural language to another, such as translating English to Japanese, or vice versa. One approach uses simple word substitution with some changes in ordering to account for grammatical differences; another is to translate the source language into an underlying meaning representation, or interlingua, and then generate the target language from this internal representation. By taking two tightly coupled corpora such as translated books, or loosely coupled corpora such as two stories about the same topic and in different languages, and aligning these corpora to determine which words in one language correspond with which words in the other, a great deal can be learned automatically about word-to-word translations and the relationships between syntactic structures in the two languages (figure 7). Kevin Knight's article "Automating Knowledge Acquisition for Machine Translation" describes recent corpus-based approaches to automatic training of machine-translation programs.
Conclusion

One of the biggest challenges in natural language processing is overcoming the linguistic knowledge-acquisition bottleneck: providing the machine with the linguistic sophistication necessary to perform robust, large-scale natural language processing. Until recently, the only method was to manually encode this linguistic knowledge. Because of the apparent immense complexity of human language, this task has proved to be difficult. Recently, a number of exciting results have shown the feasibility of learning linguistic knowledge automatically from large text corpora. The effectiveness of this approach has been demonstrated across the spectrum of natural language-processing tasks, from low-level tasks such as part-of-speech tagging, word-sense disambiguation, and parsing to high-level tasks such as speech recognition, machine translation, and information extraction. The need for robust language technology is rapidly growing. As computers become ubiquitous in our society, natural language and speech interfaces can make the power of these machines accessible to everybody. With the explosion of online text, being able to effectively sift through these data and extract important facts from them becomes more and more crucial to our productivity. Companies have to rapidly produce reports and manuals in many languages. Hopefully, with the continued development of powerful learning algorithms, faster computers, and ever-growing amounts of online text for training, empirical methods can provide the means to overcome the linguistic knowledge-acquisition bottleneck and make advanced language processing a reality. We hope the articles in this special issue will give the reader an enjoyable sampling of this exciting field.
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Notes

1. An ordered set of learned rules can also be utilized to ensure a preferred analysis (Brill 1995).
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