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The debate during the workshop
can broadly be divided into three cat-
egories: (1) past successes of empirical
methods, (2) the design of computa-
tional experiments, and (3) the
widespread use of random problems.
The following summary necessarily
offers just a partial description of the
topics discussed during the work-
shop.1

Success Stories
Empirical methods have been success-
ful in recent years. Indeed, as Henry
Kautz reminded the workshop partici-
pants, in the last year alone, the New
York Times has reported two major
empirical successes: (1) DEEP BLUE’s
defeat of Kasparov and (2) the com-
puter-generated proof of an open
problem in Robbins algebra. Pan-
durang Nayak (NASA Ames) described
another highly publicized success, the
diagnosis system for the Deep Space
One spacecraft, which is based on a
highly optimized satisfiability proce-
dure. Although deciding satisfiability
is intractable in general, this system
generates plans in practice in essen-
tially constant time for each step. It
comes as quite a surprise to hear about
real-time satisfiability testing. 

Henry Kautz listed several reasons
for the success of empirical methods.
First, empirical studies are often an
integral part of AI because systems can
be too complex or messy for theory.
Second, theory is often too crude to
provide useful insight. For example, a
problem might be exponential in the
worst case but tractable in practice.
Third, some questions are purely
empirical. As Pedro Meseguer (IIIA,
CSIC, Spain) pointed out during one
of the panels, two search algorithms

■ In the last few years, we have witnessed
a major growth in the use of empirical
methods in AI. In part, this growth has
arisen from the availability of fast net-
worked computers that allow certain
problems of a practical size to be tackled
for the first time. There is also a growing
realization that results obtained empiri-
cally are no less valuable than theoreti-
cal results. Experiments can, for exam-
ple, offer solutions to problems that
have defeated a theoretical attack and
provide insights that are not possible
from a purely theoretical analysis. I iden-
tify some of the emerging trends in this
area by describing a recent workshop
that brought together researchers using
empirical methods as far apart as
robotics and knowledge-based systems. 

Twenty-five researchers gathered
together during the Fifteenth
International Joint Conference

on Artificial Intelligence (IJCAI-97) in
Nagoya, Japan, for the Second Work-
shop on Empirical Artificial Intelli-
gence. The workshop continued the
work of a similar workshop held
alongside ECAI-96 in Budapest, Hun-
gary, the previous year. The workshop
began with an invited talk by Henry
Kautz (AT&T Labs). The rest of the
workshop was arranged around two
panels and two invited papers,
designed to illustrate good empirical
methods. Each panel had three pan-
elists who kicked off a lively discus-
sion by making some provocative
remarks. The main goal of the work-
shop organizers was to limit the num-
ber of formal presentations and
encourage discussion. The workshop
format was highly successful at
achieving this aim. I would recom-
mend a similar format to other work-
shop organizers. 

might not be comparable theoretically
because the nodes searched by one
algorithm are not subsumed by the
other, but empirical evidence might
strongly suggest we prefer one over
the other. Kautz identified several oth-
er reasons to use empirical methods.
Experimental results might, for exam-
ple, identify new computational phe-
nomena. Much of the recent research
in threshold phenomena (so-called
phase transitions) has been empirical.
The theoretical analysis of such
behavior is currently far behind.
Experiments can also suggest new the-
ory and algorithms. For example, the
large body of research into stochastic
algorithms such as GSAT has been stim-
ulated by empirical success. Theory is
still a long way from explaining the
success of local search on large satisfi-
ability problems. 

It should not be thought that theo-
ry and experiment are competing for
success. Indeed, we should look for
synergies between theoretical and
empirical methods. Kautz illustrated
such synergy with an example from
description logics that addresses the
trade-off between expressivity and
tractability. The failure to be able to
implement full equality efficiently led
Schmidt-Schauss to prove its intract-
ability.

Experimental Design 
Jane Mulligan (University of British
Columbia) offered some valuable
advice to the workshop participants
about experimental design in compu-
tational domains. She argued that
experimental methods are an impor-
tant tool in the analysis of complicat-
ed computational systems and can
reveal behaviors that are not easily
predicted. Factorial experiments indi-
cate the significant factors, and
resources can then be devoted to opti-
mizing these factors. She suggested
that the empirical analysis of system
parameters and their effects on perfor-
mance can provide us with robust
solutions. Adele Howe (Colorado State
University) illustrated how difficult it
can be to compare algorithms de-
signed for different goals with exam-
ples from her own research on web
search engines. She asked if we run
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the risk of bias because algorithm
designers also usually perform the
experiments and suggested that we
should give people incentives to work
on shared problems. High-profile
competitions are one such incentive.
Finally, she proposed the web as a
good medium to make code and
benchmarks available. Bernhard Nebel
(Albert Ludwigs-Universität Freiburg)
cataloged some of the problems that
arise when comparing systems that are
different in design. For example, cen-
tral processing unit and memory use
might be about the only way to com-
pare graph planners and satisfiability
planners. It is also not obvious how
you compare systems that solve slight-
ly different problems. For example,
one planner might guarantee to return
optimal plans, but another returns
you any plan, and the third only
returns plans of some fixed length.
You also have to be careful about the
choice of encoding because this choice
can change the problem being solved.
Finally, benchmark problems might
have some feature such as symmetry
that favors a particular approach. 

Meseguer questioned how we
should measure search cost. Because
means alone are not satisfactory, how
many statistics should we record? Are
there implementation-independent
measures we can collect (for example,
the number of accesses to data struc-
tures)? Finally, he asked how we
choose a benchmark. Should we sepa-
rate soluble from insoluble problems?
Do we just use problems from the mid-
dle of the phase transition? He sug-
gested that benchmarks should
include qualitatively different classes
from the problem spectrum.

Random Problems 
One topic of great debate at this (and,
indeed, the previous) workshop was
the widespread use of random prob-
lems in empirical studies. Research
into phase-transition behavior has
identified hard instances of random
problems that are now routinely used
to benchmark algorithms. Problems
that are obviously overconstrained—
or underconstrained—tend to be
much easier to solve than critically
constrained problems from around
the phase transition in solubility. To
counter Nayak’s claim that he had
never found a phase transition in real-
life problems, Toby Walsh (University
of Strathclyde) offered two examples:
The first was an aircraft-scheduling
problem for American Airlines, where
the economics ensured that the prob-
lem was critically constrained in the
number of aircraft. The second exam-
ple was scheduling tracks at Gare de
Lyon, where the problem proved to be
so critically constrained that only a
hardware interlock prevented a daily
crash. John Slaney (Australian Nation-
al University) and Sylvi Thiébaux
(IRISA Rennes, France) then raised
some interesting questions about
phase-transition behavior in optimiza-
tion problems (“what is the mini-
mum-cost solution?”) and its relation-
ship to phase-transition behavior in
the corresponding decision problems
(“does a solution exist of cost less than
some specified value?”). Using ran-
dom blocks world planning instances
as an example, they showed that the
optimization problem might have a
peak in hardness at a different point
than the peak for the decision prob-
lem (typically, the peak in hardness for
the decision problem is where about

50 percent or so of the problems have
solutions) and offered some analysis of
why this is so. 

Jeremy Frank (NASA Ames) listed
some of the pitfalls of using random
problems. For example, some distribu-
tions give problems that are artificially
easy, but random-number generators
can be less random than we would like
(especially when we are using them to
generate just a single random bit).
Meseguer also questioned if random
models like that used by the con-
straint-satisfaction community are
representative of real problems. Ull-
rich Hustadt (MPI, Saarbrücken) pro-
posed that we should look for random
problems that are natural (that is, they
are similar to real problems met in
practice), hard (that is, they are com-
putationally expensive to solve), and
interesting (that is, they should dis-
criminate between our procedures).
Unfortunately, it is usually hard to
find all three properties. 

Kautz suggested that we should add
more structure into our random prob-
lems to make them more realistic. He
offered quasigroup completion as a
random problem with more structure.
Walsh made a similar suggestion,
proposing the use of pseudoreal prob-
lems. That is, we take real problems and
perturb them randomly. We then have
the benefit of large samples (as with
random problems) and lots of struc-
tures (as with real problems). Of course,
the question of how to choose base
problems, and how to perturb them, is
still left open. Finally, David Poole
(University of British Columbia) had a
more radical suggestion. He argued
that the reason we can cope with the
real world is its structure. Indeed, if it
were completely random, we would
not survive. AI should therefore be
about exploiting structure in problems.
He suggested that we need to find real
problems in which structure can be
exploited. Indeed, there might be
much more structure than we would
dare to put into a random experiment
and claim that it is realistic. 

Conclusions 
The use of empirical methods in AI is
flourishing at present. As the debate
during this workshop illustrated, there
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are many fine examples of results won
through the use of empirical methods.
Although experimentalists face many
of the traditional problems found in
other empirical sciences, there are sev-
eral features of computational experi-
ments that raise novel problems: For
example, how do we measure perfor-
mance in a machine- or implemen-
tation-independent way? The exis-
tence of a successful workshop series
such as this one demonstrates that the
field is facing up to such challenges.
We should not rest on our laurels
because good experimental practice is
still being established in many areas.
Nevertheless, the workshop allowed
for a healthy dialogue between partic-
ipants in diverse fields. It would, for
example, be wrong to conclude that
random problems will continue to be
a major debating point. Indeed, it was
agreed that the call for the next work-
shop would state that random prob-
lems is one topic that will not be dis-
cussed. I look forward to the next
workshop, which will be held on 24
August 1998 as part of the Thirteenth
European Conference on Artificial
Intelligence (ECAI-98). Full details and
an application form to attend the
workshop are available from dream.
dai.ed.ac.uk/group/tw/ecai98.html.

Note
1. See dream.dai.ed.ac.uk/group/tw/ijcai97.
html for the call for participation.
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