
some similar conclusion which maximizes our opinion of 
his competence. The author points out that “the ascrip- 
tion schema constrains mental ascriptions once a system 
is specified; but it puts no limit on which systems should 
have mental states ascribed to them.” He postulates a 
“Supertrap” which strikes matches in the presence of gas- 
soaked mice, topples dictionaries on mice, and, of course, 
snaps shut whenever mice nibble its bait “These habits 
betray a common malevolent thread, which is generalizable 
by (and only by) ascribing a persistent goal: dead mice.” 
When we see other Supertrap behaviors, such as failure 
to harm cats that reek of gasoline, we become involved in 
a “semantic intrigue,” an effort to understand how men- 
tal ascriptions cohere and interact. Whimsical examples 
aside, ascription is important for AI because it provides 
one more way to detect patterns that might otherwise go 
unnoticed. The ascription schema is proposed during the 
author’s discussion of people’s pragmatic sense. The fi- 
nal chapter also examines other fundamental differences 
between people and programs: our use of mental images, 
feelings, and ego involvement. Even if this chapter were 
not as thought-provoking and enjoyable as it is, it would 
be worth reading simply to remind oneself how extremely 
difficult problems in AI can (should?) be. 

John W. L. Ogilvie 
Modula Corporation 
Provo, Utah 

Heuristics: Intelligent Search Strategies for Com- 
puter Problem Solving. Judea Pearl. Addison-Wesley 
Publishing. 1984. 382 pp. 

The view of AI science offered by Judea Pearl is thor- 
oughly traditional and standard, and therein lie both its 
strengths and its weaknesses as a monograph, a reference, 
or a textbook in its field. As a graph-theoretic analysis of 
search strategy that clearly conforms to well-established 
AI methods and techniques, it expands upon these to 
incorporate probabilistic performance analysis principles, 
thus providing a (partial) formal framework of search 
strategy, evaluation criteria, and decision methods that 
are all firmly grounded in operations research. 

To those readers for whom mathematical logic and 
probability calculus represent the most promising theoret- 
ical foundations of AI science, especially if understood in 
terms of graph theory and standard probabilistic models, 
this book will be quite useful and illuminating for the pur- 
poses of a textbook and as a reference. Pearl’s survey of 
search strategies with respect to various probabilistic fea- 
tures of “heuristic information” provides valuable insights 
for general readers, students, and practicing researchers 
alike. From this perspective, the strength and value of 
Pearl’s work will not be questioned here. For the purposes 
of teaching and promoting the general aspects of that the- 

oretical approach! his book is clearly worthwhile and even 
innovative. Granting all of this, the only complaint that 
might be raised is altogether excusable, if not also entirely 
minor, i.e., that the material presented might not be so 
easily grasped by the “casual reader” as the author sup- 
poses. 

Discursively considered, however, and especially for 
the purposes of AI research, these very same strengths can 
be seen as weaknesses from the viewpoint of at least two 
alternative approaches: (1) nonformalist or antiformalist 
theories, which completely reject standard mathematical 
logic and traditional probability theory; or perhaps, (2) 
nonstandard or alternative formal theories, which can dis- 
place those views as prevailing paradigms. Now it clearly 
was not Pearlis aim to forestall alternative theories or to 
justify his own approach in contrast to other views. The 
comments that follow are not being offered as criticisms per 
se. They should instead be regarded as advice for those 
who may wish to pursue such alternative approaches, but 
who could benefit from a survey of precisely that direction 
in AI science they might ultimately choose to oppose, for 
reasons of their own. 

Advocates of nonformalism and antiformalism in AI 
science tend to regard “heuristics” as their last line of 
defense: so to speak, against formal encroachment upon 
their research territory, as Pentland and Fischler (1983) or 
Bierre (1985) stand opposed to Nilsson (1983): for exam- 
ple, or as the notorious “Great Debate” runs, in general. 
Pearl’s functional analysis of heuristics as the (somewhat 
arbitrary) catalyst for algorithmic procedures does not 
yield “heuristics” at all on this view, it seems, since these 
are “formally ineffable” by virtue of being exactly that 
which algorithms are not. The objection that Pearl’s anal- 
ysis is pervasively algorithmic, however, has some merit af- 
ter all; if the “algorithmic properties” of “heuristic meth- 
ods” (i.e., those of completeness,” admissibility,” “domi- 
nance,” and “optimality” in Chapter 3) are just the kinds 
of properties that ‘Lheuristics,” by definition, cannot have. 
But it should come as no surprise to any antiformalist 
that these are the kinds of properties any formalist would 
seek to identify and establish, even under the name of 
“heuristics.” Yet this does not count against the analysis 
itself, nor does it diminish the usefulness (in its particular 
domain) of the search strategies, evaluation criteria, and 
decision methods provided by Pearl’s account. 

Pearl’s conception of heuristics as rules of thumb, in- 
tuitive judgments, educated guesses, and common sense 
hints at their subjective character as inferential guide- 
lines that are defeasible in light of new information. In 
particular, he defines these techniques as “strategies us- 
ing readily accessible though loosely applicable informa- 
tion to control problem-solving processes in human beings 
and machine(s)’ (p. vii). As such, Pearl’s heuristics that 

‘On the notion of a scientific paradigm, see Kuhn (1970) 
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can be used in some cases but not in every case, where 
their utility in any particular case could be diminished, 
strengthened, or even overruled as new and better infor- 
mation becomes available. The problem, therefore, is to 
provide a framework within the use of heuristics that can 
be objectively validated, since the fact that a given heuris- 
tic has been useful in the past, for example, affords no 
guarantee that it will continue to be useful in the future. 
What is not at all clear, in other words, is whether or no@ 
the various fragments of mathematical logic and probabil- 
ity calculus adopted by Pearl can provide an objective jus- 
tification for reliance upon the techniques he recommends. 

From the perspective of formal architectures for ap- 
plied epistemology (e.g., Ringle (1979)), however, the the- 
oretical view presupposed by Pearl exhibits intrinsic weak- 
nesses that can only be overcome by adopting a funda- 
mentally different formal language and logic for acquiring, 
representing, and utilizing knowledge, where the kind of 
knowledge in question can be either ordinary, expert, or 
scientific. If we suppose, for example, that logical rea- 
soning and theorem-proving are indeed amenable to an 
AND/OR graphical analysis (as he suggests, p. 27), then 
deduction and induction are both limited to natural or ax- 
iomatic formal systems that will be exclusively extensional 
in character. There is convincing evidence against this ap- 
proach, however, revealing that extensional analyses will 
be inadequate for representing knowledge regardless of its 
kind, since the following problems remain unsolved, con- 
cerning the representation of scientific knowledge, in par- 
ticular: 
(a) the analysis of counterfactual and subjunctive condi- 

tionals; 
(b) the distinction between lawlike and accidental gener- 

alization; and, 
(c) the discovery of adequate criteria for scientific 

explanation.’ 
Each of these three problems is a crucially important 

issue in AI science, we may assume, especially in light of 
recent advances in “nonmonotonic reasoning” as a distinc- 
tively heuristic mode of knowledge processing. By con- 
trast, monotonicity and consistency are claimed to be one 
and the same mathematical property of heuristic informa- 
tion (3.1.5), clearly suggesting that (a)-(c) could indeed 
be underlying problems not directly addressed within the 
theoretical framework of Pearl’s analysis.3 

2(a)-(c) and (d)-(f) below are identified as the inherent shortcom- 
ings of extensional or “weakly intensional” analyses in Fetzer (1981), 
pp 167-8, 289-90. Similar difficulties are also encountered with re- 
spect to contexts of ordinary knowledge, as Nute (1980) suggests, 
especially regarding his conception of “hypothetical deliberation” in 
ordinary reason and discourses. 

3Concerning nonmonotonicity, see Gabbay (1982), McCarthy (1980), 
McDermott and Doyle (1980), and Reiter (1980), to name a few 
Given Pearl’s characterization of heuristics (p. vii), this conflation of 
monotonicity and consistency as being identical properties of “heuris- 
tic information” appears to be a major flaw in his approach 

Even if we further suppose that his account is based 
upon (what Fetzer (1981) identifies as) a “weakly inten- 
sional” framework by emphasizing the hypothetical, po- 
tential, or possible features of “heuristic information” as 
Pearl characterizes them, this does not prevent the follow- 
ing additional difficulties from arising: 
(d) explicating the meaning of single-case dispositional 

predicates; 
(e) providing an ontological foundation for nomological 

conditionals; and 
(f) supplying nonteleological solutions to (a)-(c).4 

We may assume that these are also matters of crucial 
importance for AI science, which emphasize the need to 
clarify the ontic presuppositions upon which any knowl- 
edge processing system ultimately depends, whether it is 
artificial or natural in kind. The fundamental point to ob- 
serve, therefore, is that, to the extent to which his analysis 
represents either a “classical” or a “neo-classical” instru- 
mentalism embracing a purely extensional or even a weakly 
intensional language and logic (Fetzer, 1981, pp. 161-171) 
for the processing of “heuristic information,” Pearl’s view 
of heuristics either leaves open or begs all the questions 
that correspond to problems (a)-(c) and (d)-(f). 

In all fairness, Pearl apparently intends to set aside 
these sorts of problems and commit to a classical frame- 
work and method afforded by standard mathematical logic 
and traditional probability theory. As suggested earlier, 
therefore, (a)-(c) and (d)-(f) are offered less as criticisms 
than as defining the limitations of his work. Unfortu- 
nately, his extensional approach represents what is evi- 
dently a widespread paradigm in scientific methodology 
and epistemology, despite its inability to overcome those 
very limitations. Insofar as AI science is, as many have 
suggested, “new, iiyoung,” or “immature” in the sense of 
having no prevailing paradigm at all, it would indeed be a 
mistake to adopt this one if (a)-(c) and (d)-(f) are prob- 
lems that must be solved if AI is to succeed in attaining 
its goals. These are alternative theories, after all, to first- 
and second-order predicate calculi and standard theories of 
probability (where some combination of these appears to 
be the basic foundation of Pearl’s view), not all of which 
are nonformal or antiformal, where at least one of these 
(the probabilistic causal calculus C appearing in Fetzer 
(1981), Chapter 3, and in Fetzer and Nute (1979)) is suf- 
ficient to overcome the problems delineated above.5 

Another difficulty with this book appears to be the au- 
thor’s failure to provide precise formal definitions of some 

*See Note 2. Also, see McCarthy (1977) and (1980), for example, 
concerning some of the ways in which epistemological and ontological 
problems are significant in AI science Finally, (f) refers to teleolog- 
ical explanation, in particular, and since an AI artifact should be 
capable of explaining its inferences, its decisions, its valuations, and 
soon, nonteleological modes of explanation are desirable goals for AI 
science to pursue 
5While C is yet to be implemented, a nonmonotonic logic of sub- 
junctive conditionals is being developed by Nute 
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of the crucial terms involved in his analysis, such as “prob- 
ability” and “likelihood,” without which it is difficult to 
appraise the suitability or the utility of his probability- 
based heuristic models. In this respect, what Pearl seems 
to have accomplished sometimes looks like a formalism in 
search of an interpretation without which the truth or the 
falsity of his claims is often impossible to assess. If the 
conceptions upon which his view is based do indeed con- 
form to one or another of the traditional Bayesian mod- 
els, moreover, then the very idea of a probability-based 
heuristic confronts a number of difficult problems of its 
own with respect to the distribution of probabilities to sets 
of alternative hypotheses, paths, or solutions, relative to 
the proposed refinements of those alternative hypotheses, 
paths, or solutions.6 These considerations suggest that 
traditional conceptions should not be taken for granted, 
especially if we assume that this is what Pearl intends by 
his observation that “Probability theory is today our pri- 
mary (if not the only) language for formalizing concepts 
such as “average” and “likely,” and therefore it is the most 
natural language for describing those aspects of (heuristic) 
performance that we seek to improve” (p. 139). 

On general theoretical grounds, I think, there are ex- 
cellent reasons to suppose that (a)-(f) are fundamental 
problems in AI science and that an extensional probabilis- 
tic analysis of this sort simply cannot lead to their effective 
solutions. In order to understand the traditional approach, 
however, this book is recommended with the reservations 
implied above, namely, that the author has omitted basic 
definitions that might not be familiar to some readers, and 
that serious difficulties seem to confront the theoretical 
framework he apparently endorses, where these difficulties 
are especially severe from an epistemological perspective. 
The thorough justification of Pearl’s approach as an epis- 
temological framework for AI science with respect to the 
processing of heuristic information, moreover, is not pro- 
vided by his analysis. Readers who are interested in these 
underlying (and quite pressing) theoretical concerns are 
advised to look elsewhere, therefore, since not only was 
it not Pearl’s intention to address them here, but it also 
appears as though his approach could not succeed if that 
were his goal. 
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