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with the potential for highest payoff.
As the size of investment in AI rises
above the noise level, we can no
longer expect people to fund us on
blind faith. We are entering an era of
accountability. Rather than being con-
cerned, I think we should view this as
a challenge and lay out our vision for
the future.

My first reaction to Simpson’s
request was, “Hey, we have nothing
to worry about.” Our track record is
terrific. We have created almost a bil-
lion dollar-a-year enterprise around
the globe. Previously unsolvable prob-
lems are being solved. People who
have never used a computer before are
solving problems with one. Vision and
robotics are beginning to transform
manufacturing. Planning and schedul-
ing systems are in routine use in
industry. Speech and language inter-
faces are becoming preferred modes of
communication. OK, maybe there are
a lot of applications, but what about
scientific progress?

AAAI is a society devoted to sup-
porting the progress in science, tech-
nology and applications of AI. I
thought I would use this occasion to
share with you some of my thoughts
on the recent advances in AI, the
insights and theoretical foundations
that have emerged out of the past thir-
ty years of stable, sustained, systemat-
ic explorations in our field, and the
grand challenges motivating the

ast November, I got a call from
Bob Simpson and Allen Sears,

program managers for Artificial Intel-
ligence at DARPA, which has been
the major sponsor of AI research for
the past twenty-five years. It was a
call for help. “We are being asked
some tough questions by the front
office,” they said. “What are the
major accomplishments of the field?
How can we measure progress? How
can we tell whether you are succeed-
ing or failing? What breakthroughs
might be possible over the next
decade? How much money will it
take? What impact will it have? How
can you effect technology transfer of
promising results rapidly to indus-
try?” They needed the answers in a
hurry.

There was a time when we could
say, “Trust us, we will accomplish
great things.” After twenty-five years
of sustained support, it is not unrea-
sonable to ask some hard questions.
AI has become a big science, demand-
ing a significant chunk of research
dollars and accounting for over half a
billion dollars of the GNP. The AI
research budgets of DARPA, NSF,
NASA and NIH alone account for
over $100 million. In this age of huge
budget deficits and many exciting
ideas competing for constant research
funds, it is only natural for a research
manager to want to invest the
research dollar wisely in activities
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research in our field. First, let us look
at some recent advances.

Advances in 
Artificial Intelligence

What can we do today that we could
not do thirty years ago? It is fortunate
that AI has several areas in which
there has been sustained research over
the past twenty to thirty years. These
areas are chess, natural language,
speech, vision, robotics and expert
systems. I would like to illustrate the
progress by providing a historical per-
spective on some of these areas.

Chess

Let us look at the problem of comput-
ers that play chess. Chess is an AI
problem par excellence. It plays the
same role in artificial intelligence that
the studies of E. Coli play in biology.
It illustrates and illuminates many
problems that arise in AI and leads to
techniques that can be generalized to
work on other problems. Chess is per-
haps one area which has been studied
continuously since the birth of
artificial intelligence in 1956. Funding
agencies were afraid to support
research on fun and games lest they
receive a Golden Fleece award from
Proxmire. In spite of lack of support,
the situation is not too bleak. A
$100,000 Fredkin prize awaits the sys-
tem that beats the world champion.

In the mid-fifties, we had several
attempts to build chess playing pro-
grams. The most notable of these was
the Newell, Shaw, and Simon chess
program (1958). The first published
method for game tree pruning (a pre-
cursor to the alpha-beta algorithm)
appeared in the NSS chess program. It
was also the first system to attempt to
incorporate “a practical body of
knowledge about chess.”

The next major landmark in chess
occurred when Greenblatt’s chess pro-
gram (1967) won a game from a class
C player in a 1966 tournament. This
win revived interest in chess playing
programs, and led to the annual ACM
computer chess tournaments. The
seventies were dominated by the
Northwestern chess program (Slate
and Atkin 1977). Ken Thompson of
Bell Laboratories (1982) developed an

application specific computer archi-
tecture for chess in the early eighties
and illustrated the powerful idea that
a $20,000 piece of hardware, if struc-
tured properly, could out-perform a
$10 million dollar general purpose
computer. Thompson’s Belle program
received the $5,000 Fredkin award for
being the first system to achieve a
master’s level rating in tournament
play in 1982. Hitech, a VLSI based
parallel architecture created by Hans
Berliner and Carl Ebeling (1986) has
dominated the scene since 1985; it
currently has a senior master’s rating.
During the last year, Hitech played 48
tournament games. It won 100% of all
games played against expert-level
players, 70% of all games played
against master and senior-master level
players, but only 15% of the games
against grand masters. Just last week,
a new system based on a custom VLSI
design developed by two students at
Carnegie Mellon University, C.B. Hsu
and Thomas Anantharaman (Hsu,
1986; Anantharaman et al. 1988),
called “Deep Thought,” defeated the
highest rated player ever in the US
open chess tournament.

What did we learn from chess
research? In addition to a number of
insights into the nature of intelligence
(which we will discuss a little later),
chess research has also led to the
development of a number of tech-
niques such as the alpha-beta pruning
algorithm, B* search, singular-exten-
sion-search, and hash table represen-
tation for keeping previously exam-
ined moves. The proceedings of the
1988 Spring symposium of AAAI on
game playing contain a number of
interesting papers which are illustra-
tive of current research on the topic.

Speech

Speech recognition has a long history
of being one of the difficult problems
in Artificial Intelligence and Comput-
er Science. As one goes from problem
solving tasks to perceptual tasks, the
problem characteristics change dra-
matically: knowledge poor to knowl-
edge rich; low data rates to high data
rates; slow response time (minutes to
hours) to instantaneous response
time. These characteristics taken
together increase the computational
complexity of the problem by several

orders of magnitude. Further, speech
provides a challenging task domain
which embodies many of the require-
ments of intelligent behavior: operate
in real time; exploit vast amounts of
knowledge; tolerate errorful data; use
language and learn from the environ-
ment.

Voice input to computers offers a
number of advantages. It provides a
natural, hands-free, eyes-free, loca-
tion-free input medium. However,
there are many as yet unsolved prob-
lems that prevent routine use of
speech as an input device by non-
experts. These include cost, real-time
response, speaker independence,
robustness to variations such as noise,
microphone, speech rate and loud-
ness, and the ability to handle sponta-
neous speech phenomena such as rep-
etitions and restarts. Satisfactory solu-
tions to each of these problems can be
expected within the next decade.
Recognition of unrestricted sponta-
neous continuous speech appears
unsolvable at the present. However,
by the addition of simple constraints,
such as a clarification dialogue to
resolve ambiguity, we believe it will
be possible to develop systems capa-
ble of accepting very large vocabulary
and continuous speech dictation
before the turn of the century.

Work in speech recognition predates
the invention of computers. However,
serious work in speech recognition
started in the late fifties with the
availability of digital computers
equipped with A/D converters. The
problems of segmentation, classifica-
tion, and pattern matching were
explored in the sixties and a small
vocabulary connected speech robot
control task was demonstrated. In the
early seventies, the role of syntax and
semantics in connected speech recog-
nition was explored and demonstrated
as part of the speech understanding
program (Erman et al., 1980; Lowerre
et al., 1980; Woods, 1980). The seven-
ties also witnessed the development
of a number of basic techniques such
as blackboard models (Reddy et al.,
1973; Nii, 1986), dynamic time warp-
ing [Itakura], network representation
(Baker 1975), Hidden Markov models
(Baker, 1975; Rabiner et al., 1986),
beam search (Lowerre and Reddy
1980), and the forward-backward algo-
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rithm (Bahl et al.. 1986) . The early
eighties witnessed a trend toward
practical systems with very large
vocabularies (Jelinek et al. 1985) but
computational and accuracy limita-
tions made it necessary to pause
between words.

The recent speaker-independent
speech recognition system called
Sphinx best illustrates the current
state of the art (Lee 1988). This sys-
tem is capable of recognizing continu-
ous speech without training the sys-
tem for each speaker. The system
operates in near real time using a
1000 word resource management
vocabulary. The system achieves 94%
word accuracy in speaker independent
mode on a task with a grammar per-
plexity of 60. The system derives its
high performance by careful modeling
of speech knowledge, by using an
automatic unsupervised learning algo-
rithm, and by fully utilizing a large
amount of training data. These
improvements permit Sphinx to over-
come the many limitations of speak-
er-dependent systems resulting in a
high performance system.

The surprising thing to me was that
a simple learning technique, such as
learning transition probabilities in a
fixed network structure, proved to be
much more powerful than attempting
to codify the knowledge of speech
experts who can read spectrograms.
The latter process of knowledge engi-
neering proved to be too slow, too ad
hoc, and too error-prone.

What did we learn from speech
research? Results from speech
research have led to a number of
insights about how one can success-
fully use incomplete, inaccurate, and
partial knowledge within a problem
solving framework. Speech was one of
the first task domains to use a num-
ber of new concepts such as Black-
board models, Beam search, and rea-
soning in the presence of uncertainty,
which are now used widely within AI.

Vision

Research in image processing started
in the fifties with optical character
recognition. What we now call com-
puter vision started with the seminal
work of Larry Roberts (1965). Roberts
was the first to work on 3-D vision

using grey scale images of the blocks
world. Roberts used a strictly bottom
up approach to vision starting with
edge detection, linear feature detec-
tion, 3-D model matching, and object
recognition.

Minsky and McCarthy initiated the
work on robotic vision beginning with
the hand-eye projects at Stanford and
M.I.T. Minsky proposed the concept
of heterarchical architectures for
vision in which various knowledge
sources interacted with one another
in an opportunistic way to solve the
image interpretation problem. Suc-
cessful demonstrations in vision from
1965 to 1975 were limited to prob-
lems in which 3-D phenomena such
as shadows, highlights, and occlusions
were not too troublesome. The work
of Guzman (1968), Huffman (1971),
Clowes (1971), Waltz (1975), and
Kanade (1981) on line drawings, Fis-
chler et. al.’s (1973) work on image
matching, Ohlander’s work (1978) on
natural scenes, and Binford and Agin’s
work (1973) on generalized cylinders
are representative of the best results
of that period.

The limitations and problems of the
earlier approaches led Marr (1979,
1982) to propose a general framework
for vision involving the primal sketch
and the 2-1/2-D sketch. This acceler-
ated the “back-to-basics” movement
started by Horn (1975) where mathe-
matical models reflecting constraints
of physics, optics, and geometry were
used to derive 3-D shape properties
from 2-D images of a scene.

Barrow and Tenenbaum (1978,
1981) proposed that photometric and
geometric properties are confounded
in the intensity values available at
each pixel, and the central problem
for vision was therefore how to simul-
taneously recover them. Two recent
results highlight the dramatic
progress that has been made over the
last decade. Klinker, Shafer and
Kanade (1988) have been able to
remove highlights from a color image
to produce an intrinsic body reflection
image using Shafer’s dichromatic
reflection model (1985). Matthies,
Szeliski and Kanade (1988) have devel-
oped an algorithm for estimating
depth from a sequence of N images
that is N times better than stereo
depth estimation.

We are beginning to see the cumula-
tive results of the past twenty five
years being applied and improved
within realistic task frameworks. One
of the best examples of this research
is “Navlab,” a navigation laboratory
used for obstacle detection and navi-
gation research at Carnegie Mellon
(Thorpe et al., 1987).

The Navlab is a self-contained labo-
ratory vehicle for research in
autonomous outdoor navigation. It is
based on a commercial Chevy van
modified to permit an onboard com-
puter to steer and drive the van by
electric and hydraulic servos. The sen-
sors onboard Navlab include color
stereo vision, laser ranging and sonar.
Onboard computers include four Sun
workstations and a Warp supercom-
puter.

The Navlab uses a hierarchical sys-
tem structure. At the lowest level, the
system can sense motion and follow
steering commands. The next level
performs tasks such as road following,
terrain mapping, obstacle detection
and path planning. The high level
tasks include object recognition and
landmark identification, map-based
prediction, and long-range route selec-
tion. The system uses a blackboard
model with extensions to deal with
geometry and time for communica-
tion, knowledge fusion, and spatial
reasoning. The system is currently
being expanded to produce better pre-
dictions through the increased use of
map and model information.

Expert Systems

In 1966, when I was at the Stanford AI
labs, there used to be a young Ph.D.
sitting in front of a graphics display
working with Feigenbaum, Lederberg,
and members from the Chemistry
department attempting to discover
molecular structures from mass spec-
tral data. I used to wonder, what on
earth are these people doing? Why not
work on a real AI problem like chess
or language or robotics? What does
chemistry have to do with AI? That
young Ph.D. was Bruce Buchanan and
the system he was helping to develop
was Dendral (Lindsay et al. 1980).

Now we know better. Dendral and
its successor, Mycin (Shortliffe 1976),
gave birth to the field of expert sys-
tems. Dendral is perhaps the single
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longest-lived continuous set of experi-
ments in the history of AI from 1965-
83.

The current growth rate of the
expert system field is too explosive
for me to do justice in a short time.
Let me refer you to the book by
Feigenbaum, McCorduck, and Nii on
the Rise of the Expert Company
(1988) and the recent review paper by
Buchanan and Smith on expert sys-
tems (1988).

I would like to provide a few exam-
ples to illustrate the widespread use of
expert systems in many innovative
applications:
• Schlumberger is using a Dipmeter
Advisor to interpret down-hole data
from oil wells to assist in prospecting
for oil.
• Kodak is using an Injection Molding
Advisor to diagnose faults and suggest
repairs for a plastic injection molding
mechanisms.
• Hewlett-Packard is using a Trouble
Shooting Advisor to diagnose prob-
lems in photolithography steps in
semiconductor manufacturing.
• NASA is using a system to monitor
data during the liquid oxygen tanking
process.
• NCR is using a system for preven-
tive maintenance of computers.
• American Express uses a credit
authorization system to authorize and
screen credit requests.
• AT&T uses a system to act as a
software user consultant to advise
users of a large statistical package.

• Federal Express uses an Inventory
Control Expert to decide whether or
not to store spares.
• DEC and IBM routinely use systems
for configuring customer orders into
shipping orders.
• Xerox uses the PRIDE system to
design paper handling systems.
• Hazeltine uses the OPGEN system
for planning assembly instructions for
PC boards.
• IBM uses a scheduling expert sys-
tem to plan the factory operations in
semiconductor manufacturing. The
list goes on and on.

Here are some other interesting
facts:
• IBM has deployed over 100 expert
systems internally.
• The return on investment at IBM
on a series of expert systems costing
$2.5 million was estimated at $37.5
million.
• DEC employs over 700 people in its
AI division.
• A Gartner Study, released in June
1988, shows that the number of
deployed expert systems increased
from 50 in 1987 to 1400 in 1988, and
the number of expert systems under
development increased from 2500  to
8500 over the same period.

I want to digress for a moment to
pay tribute to the person most respon-
sible for widespread use of expert sys-
tems. We all know that Feigenbaum
sometimes tends to overstate the
case. But sometimes it takes that kind
of passion, conviction, and missionary

zeal to make believers out of the
masses. Ed, we thank you.

Time does not permit me to review
advances in many other areas of AI
such as natural language, robotics,
learning, discovery, planning, and
problem solving. Believe me! We
know a lot more about each of these
areas than we did thirty years ago. I
refer you to papers on these and other
subjects in the AAAI proceedings of
the past ten years.

Foundations of AI

“...fine examples of bricklaying for a
cathedral that is beginning to take shape,”

–Simon (1980).

In an era of accountability, it is
appropriate for an outsider to ask
what are the intellectual concerns
driving the field. What are the funda-
mental principles, the self evident
truths so to speak, that govern our
field?

As an empirical science, AI follows
the classical hypothesis-and-test
research paradigm. The computer is
the laboratory where AI experiments
are conducted. Design, construction,
testing, and measurement of comput-
er programs are the process by which
AI researchers validate the models
and mechanisms of intelligent action.

It is not enough to say that AI
attempts to study mechanisms of
intelligent action. What are the
attributes of an intelligent system?
Minsky (1985) in his book The Society
of Mind provides a long and
formidable list of attributes of intelli-
gence. Newell provides us with a
shorter checklist (Newell 1988). An
intelligent system must:
• operate in real-time;
• exploit vast amounts of knowledge;
• tolerate errorful, unexpected and
possibly unknown input;
• use symbols and abstractions;
• communicate using natural lan-
guage;
• learn from the environment; and
• exhibit adaptive goal-oriented
behavior.

Where is AI today? What do we
know now that we didn’t know thirty
years ago? At any given point, we can
attempt to measure and evaluate the
state of the art and accomplishments

Puzzles

Chess

Theorem Proving

Expert Systems

Natural Language

Motor Processes

Speech

Vision

Knowledge Data Response
Content Rate Time
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Rich

Low

High

Hours

Real Time

Figure 1: AI Problem Domains and their Attributes
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by assessing the capabilities of com-
puters over the same range of tasks
over which humans exhibit intelli-
gence. These tasks range from puzzles
and games at one extreme to percep-
tual and motor tasks at the other.

These tasks exhibit a wide variation
in characteristics, such as knowledge
content, data rates and amount of data,
and expected response time (Figure 1).
As you look at tasks ranging from puz-
zles, chess, and theorem proving to
expert systems, languages, and percep-
tual and motor processes, tasks go
from knowledge poor to knowledge
rich, low data rates to high data rates,
and slow response time to instanta-
neous response time. The diversity of
requirements in tasks involving intelli-
gent action places significant demands
on architectures for AI with respect to
memory capacity, bandwidth, access
times, and processor speed.

Lessons from AI Experiments

The last thirty years of stable, sus-
tained and systematic explorations
have not only yielded performance
systems that we saw earlier, but they
have also provided us with a number
of fundamental insights into the
nature of intelligent action. Let us
look at a few. 

Bounded Rationality Implies Oppor-
tunistic Search.    This is the funda-
mental result of Simon’s research on
decision making in organizations
leading to the Nobel Prize. It says that
“computational constraints on human
thinking” leads people to be satisfied
with “good enough” solutions.
Feigenbaum (1988) calls it the found-
ing paradigm of AI research. Prior to
Simon’s work on human decision
making, it was assumed that, given all
the relevant facts, the human being is
capable of rational choice weighing all
the facts. While studying the problem
of resource allocation between main-
tenance and salaries in the adminis-
tration of public parks in the city of
Milwaukee in 1935, Simon observed
that the decisions made had no rela-
tionship to the expected economic
utility. That, and subsequent studies
of Simon (1947, 1955) on “human
decision making,” led to the principle
of “bounded rationality." When people
have to make decisions under condi-

tions which overload human thinking
capabilities, they don’t give up, saying
the problem is NP-complete. They
use strategies and tactics of “optimal-
least-computation search” and not
those of “optimal-shortest-path
search.” By “optimal-least-computa-
tion search” here, Simon means the
study of approximate algorithms for
search which can find the best possi-
ble solution given certain constraints
on the computation, such as limited
memory capacity, limited time, or
limited bandwidth. Much of the cur-
rent literature on search theory com-
pletely ignores this problem. This
leads Simon to observe that many of
the results in search theory may be of
questionable value to the real world. I
believe we should keep an open mind
about what search results will be rele-

vant in the future. Silicon-based intel-
ligence, once achieved and given its
differences in memory access time
and bandwidth, may indeed have dif-
ferent computational constraints than
human intelligence. 

A Physical Symbol System Is Neces-
sary and Sufficient for Intelligent
Action.     The second principle of AI
is the physical symbol system hypoth-
esis, i.e., a physical symbol system is
necessary and sufficient for intelligent
action. Newell and Simon articulated
this hypothesis in their Turing Award
paper (1976). I believe they were
aware of this principle as early as
1960. What does it mean? First, we
must define a physical symbol sys-
tem. According to Newell and Simon,
it is a system with the following prop-
erties: Physical symbols are symbols
that are realizable by engineered com-
ponents. A physical symbol system is
a set of these entities. A symbolic
structure is an expression whose com-
ponents are symbols. Operations on

the expression include creation, modi-
fication, reproduction, and destruc-
tion of symbols. Expressions can be
interpreted as plans of action. Sounds
familiar! Lisp is a physical symbol
system! In fact, Lisp, Prolog, the Tur-
ing machine, Post Productions (for
that matter any computer system)
have all the mechanisms required of a
physical symbol system.

Let us reexamine the hypothesis: a
physical symbol system is necessary
and sufficient for intelligent action.
We may be willing to concede that
any physical symbol system such as
Prolog may be sufficient to achieve
intelligent action given the past thirty
years of experience in creating intelli-
gent systems. But is it necessary?
Does the human brain, of necessity, at
some level have the mechanisms and

properties of a physical symbol sys-
tem? We in AI believe it is so but we
cannot prove it. That is why it is a
hypothesis. Not everyone believes it.
Many philosophers and biologists
have competing hypotheses. Nobel
Prize winning biologist Edelman
(1987) thinks that the brain is orga-
nized in a manner analogous to popu-
lation dynamics. This view is clearly
different from the information pro-
cessing models of cognition and intel-
ligent action that we in AI have come
to love and cherish. 

The Magic Number 70,000 + 20,000.
The third principle of AI is that an
expert knows 70,000 “chunks” of
information give or take a binary
order of magnitude. This is a surpris-
ing statement. Why is it 70,000? Why
not a million? Why not one thousand?
Several converging lines of evidence
lead towards 70,000 as a rough mea-
sure of the size of an expert’s knowl-
edge base. For example, it appears that
Chess Masters recognize about 50,000

A Gartner Study, released in June 1988, shows that
the number of deployed expert systems increased

from 50 in 1987 to 1400 in 1988, and the number of
expert systems under development increased from

2500  to 8500 over the same period.
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chunks. Chase and Simon (1973) were
able to quantify this number by con-
structing an experiment based on the
ability of Master-level, Expert-level,
and Novice-level players to recreate
chess positions they have seen only
for a few seconds. Based on these pro-
tocols, they were able to create an
information processing model and use
it to estimate the size of the knowl-
edge base of a Masters-level player in
chess. We have no comparable num-
ber for Grand Master-level play (rating
of 2600 versus 2200 for a Master). It is
safe to assume that 50,000 is at the
low end of the size of this knowledge
base as we go from Master to Grand
Master to World Champion.

But is it true for experts in all
domains? Indeed the evidence appears
to point to the magic number 70,000 +
20,000. Everyone of us is an expert in
speech and language. We know that
vocabularies of college graduates are
about that order of magnitude. As we
gain more and more experience in
building expert systems, we find that
a the number of productions begins to
grow towards tens of thousands if the
system is to perform more than a very
narrow range of tasks in a given
domain.

It is interesting that, in addition to
George Miller’s magic number 7 + 2
which is an estimate of the size of
short term memory (1956), we now
have a hypothesis about the size of an
expert’s long term memory for a given
domain of expertise. It has been
observed that no human being reaches
world class expert status without at
least a decade of intense full-time
study and practice in the domain
(Hayes, 1985 and 1987). Even the
most talented don’t reach expert lev-
els of performance without immense
effort. Everyone of us is an expert in
speech, vision, motion, and language.
That only leaves enough time to be an
expert in two or three other areas in
one’s life time. Indeed, most of us
never get past one area of expertise. 

Search Compensates for Lack of
Knowledge.    The fourth principle of
AI is that search compensates for lack
of knowledge. When faced with a puz-
zle we have never seen before, we
don’t give up: we engage in trial-and-
error behavior, usually until a solu-

tion is found. Over the past thirty
years of AI research, this statement
has come to mean much more than
the fact that we use search to solve
problems. Let me illustrate the point
by some examples.

During the sixties and seventies, it
was believed that Masters-level per-
formance in chess could not be
achieved except by codifying and
using knowledge of expert human
chess players. We now know, from the
example we saw earlier, that Hitech
(which is able to examine over 20 mil-
lion board positions in 3 minutes) is
able to play at Senior Master-level,
even though its knowledge is nowhere
comparable to a chess master. The
key lesson here is that there may be
more than one way to achieve expert
behavior in a domain such as chess.

This leads to the conjecture that
this principle may be true for problem
solving tasks such as puzzles and
games but can’t be true for perceptual
tasks such as speech. Even here we are
in for a surprise. Earlier we saw several
examples in speech where search com-
pensates for incomplete and inaccu-
rate knowledge. The principle is also
used in language processing where
words can have many meanings. For
example the verb ’take’ can mean
many things: take a book, take a
shower, take a bus, take a deep breath,
take a measurement, and so on. This
inherent ambiguity that you carry a
book and get into a bus is often clari-
fied by the context. Usually, uncer-
tainty can be resolved by exploring all
the alternatives until the meaning is
unambiguous. When in doubt, sprout!
What this principle tells us about the
role of search is that we need not give
up hope when faced with a situation
in which all the known knowledge is
yet to be acquired and codified. Often
it may be possible to find an accept-
able solution by engaging in a “gener-
ate-and-test” process of exploration of
the problem space. 

Knowledge Compensates for Lack of
Search.    We now come to an impor-
tant insight which was not clearly
understood even as late as 1970, i.e.,
knowledge reduces uncertainty and
helps us constrain the exponential
growth leading to the solution of the
many otherwise unsolvable problems.

Knowledge is indeed power. In the
extreme case “recognition,” knowl-
edge can eliminate the need for search
altogether. This principle is essential-
ly the converse of the previous princi-
ple; search compensates for lack of
knowledge and knowledge compen-
sates for the lack of search.

We have a number of experiments
that illustrate the role of knowledge.
You have probably seen the Rubik’s
cube. The first time around, it is not
uncommon for most people to take
half an hour or more to solve this puz-
zle. With practice however, the situa-
tion improves dramatically. There
have been cases where the solution
was completed in less than 20 sec-
onds. This simple example clearly
illustrates the role of knowledge in
eliminating the trial-and-error search
behavior. The interesting unsolved
question in the case of Rubik’s cube
is: What is the knowledge, and how is
it acquired and represented?

The speech task we saw earlier also
provides some quantitative data about
the importance of knowledge. The
Sphinx system can be run with vari-
ous knowledge sources turned off.
Consider the situation where one
removes the syntactic knowledge
source. In this case, sentences of the
form “Sleep roses dangerously young
colorless” would be legal. Removing
the syntactic knowledge source
increases the error rate of Sphinx from
4% to 30%, i.e., on the average, one
out of three words would be incorrect.
Removing the probabilistic knowl-
edge about the frequency of occur-
rence of the words increases the error
rate from 4% to 6%.

The Knowledge-Search Tradeoff. Fig-
ure 2, created by Hans Berliner and
Carl Ebeling (1986), graphically illus-
trates the knowledge-search trade off.
A human Chess Master rarely exam-
ines more than 200 positions but is
able to recognize over 50,000 chess
patterns. On the other hand, Hitech,
which has a Senior Master rating,
explores over 20 million board posi-
tions but has less than 200 rules.

This graph also shows the charac-
teristics of various AI systems. The
early AI systems had little knowledge
(10 to 20 rules) and engaged in modest
search. Expert systems generally have
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more knowledge and do little search.
Can you really trade knowledge for

search and search for knowledge?
Within bounds, it seems. Newell
(1988) observes that Soar, which is
able to learn from experience, uses
more knowledge and less search with
each new round of solving problems
in a task domain. For example, each
time Soar solves a configuration task,
it discovers and adds new rules to its
knowledge base which it is then able
to invoke in subsequent attempts
while solving other configuration
problems. Conversely, even experts
seem to resort to search when faced
with a previously unseen problem
within the domain of their exper-
tise—for example in scientific
research. Simon (1988) observes that
this produces a kind of paradox—that
the most “creative” problem solving
may have to use “the most primitive”
techniques, i.e., the weak methods
such as generate-and-test, hill climb-
ing, and means-ends analysis.

This one chart appears to provide
the entire space of architectures for
intelligence. When the Fredkin Prize
for the World Chess Championship is
won, it will probably be by a system
that has neither the abilities nor the
constraints of a human expert; neither
the knowledge nor the limitations of
bounded rationality. There are many
paths to Nirvana.

In this section, we have been look-
ing at lessons from AI research: the
insights and the principles that gov-
ern our enterprise, i.e., the task of cre-
ating systems of intelligent action;
the insights that we did not have as
recently as thirty years ago. If there is
one thing I want you to remember
about this talk, it is the five funda-
mental principles of AI we have just
discussed: bounded rationality implies
opportunistic search; physical symbol
systems are necessary and sufficient
for intelligent action; an expert knows
70,000 things give or take a binary
order of magnitude; search compen-
sates for lack of knowledge; and
knowledge eliminates the need for
search. Although these may sound
obvious to you now, they didn’t thirty
years ago! But then, Newton’s Laws of
Motion and the Fundamental Theo-
rem of Calculus also appear obvious,
after the fact.

Lessons from Algorithm Analysis
Let us now look at lessons from other
disciplines that have proved to be
important to AI such as Algorithm
Analysis and Complexity Theory.

Of necessity, almost every problem
we look at in AI is NP-complete, i.e.,
exponential growth and combinatorial
explosion are the law of the land. Ini-
tial results from the theorists were
disappointing. There was a spate of
results showing that almost every
interesting problem is NP-complete.
It does not do any good to the “travel-
ing salesman” to know that the “trav-
eling salesman problem” is NP-com-
plete. He still has to travel to do his
job and find a satisfactory travel route.
NP-completeness is too weak a result
to provide any guidance on the choice
of algorithms for real world problems.

My favorite result from the Algo-
rithm Analysis area is Knuth and
Moore’s analysis (1975) of the Alpha-
Beta pruning algorithm. This is the
only result I know that gives deeper,
crisper and a more concise under-
standing of one of the major AI prob-
lems: Chess. The alpha-beta algo-
rithm was originally articulated by
John McCarthy and has been used in
all chess playing programs since the
early sixties. The key result here is
that the use of alpha-beta reduces the

exponential growth to the square root
of the exponent. McCarthy’s student,
Mike Levin, conjectured this result as
early as 1961. Slagle and Dixon (1969)
proved the result for the optimal case
in 1969. However, it was left up to
Knuth to provide a detailed analysis of
the power of alpha-beta. Let us exam-
ine the power of this result.

The selection of possible moves in
chess is based on a mini-max game
tree. Each ply increases the number of
moves exponentially as a function of
the branching factor. It has been esti-
mated that one would have to explore
over 10120 board positions in an
exhaustive search of the chess game
tree. You may know that 10120 is larg-
er than the number of atoms in the
universe.

On the average, in the mid-game, a
player usually has the option of mak-
ing any one of 35 possible moves. At a
branching factor of 35, an 8-ply deep
search usually requires examination
of over 4 trillion board positions (Fig-
ure 3). This quickly increases to six
million trillion positions for a 12-ply
search, well beyond the capability of
any current and projected computer
system of the future. If one were to
have a supercomputer with nanosec-
ond cycle time, specialized to exam-
ine a node at each cycle, it would take

Human
1 Task

Expert
Systems

Early AI
Systems

Equicost
Isobars

Equiperformance
Isobars

Human

Immediate Knowledge
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Hitech
Search
Knowledge
(deliberate)

Situations / Task

Rules 10 10

10 9

10 8

10 7

10 6

10 5

10 4

10 3

10 2

10 1

10 0
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Figure 2: The Knowledge-Search Tradeoff
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over 200 years to make a move for a
12-ply system. The alpha-beta prun-
ing technique effectively reduces the
branching factor by the square-root
leading to a branching factor of about
6. 12-ply search still requires evalua-
tion of over 23 billion board positions
or only 23 seconds on our supercom-
puter. A hash table which keeps previ-
ously examined moves, further
reduces the branching factor to five,
resulting in 12-ply search requiring
the evaluation of over three billion
board positions or just 3 seconds on
our supercomputer. Since a human
player usually has 3 minutes to make
a move, we will only need a system
that can examine about 16 million
board positions to achieve Grand-
Master level play! The power of alpha-
beta is just awesome.

Systems such as Cray-Blitz that
play chess approaching Master-level
competence can examine about
25,000 board positions per second or
about five million board positions in
three minutes using a 25 mips equiva-
lent scalar processor. Hitech is cur-
rently able to examine 175,000 board
positions per second. Deep Thought,
developed by Hsu and Anantharaman,
is able to examine almost a million
board positions per second. We are
only a factor of 16 away from poten-
tial Grand Master-level play! With use
of additional knowledge, it could even
be sooner!

Coming back to Knuth’s analysis,
the result provides us with the ability
to make concise statements about
when and under what conditions we
might expect to reach Grand Master-
level performance. As we noted earli-
er, Levin, one of McCarthy’s students
discovered the same result in 1961,
but it was left up to Knuth to provide

the formal analysis and proof in 1975.
There is a lesson in this to all our
young scientists. If you happen to cre-
ate a proof, an interesting algorithm,
or an innovative data structure, don’t
leave it up to some future complexity
theorist to re-invent it.

There have been other important
results from algorithm analysis that
are relevant to AI such as Karp’s work
on approximate algorithms, Tarjan’s
analysis of self-adjusting search trees,
and Hopcroft and Natarajan’s analysis
of complexity of robot assembly tasks.
While each of these provide a funda-
mental understanding, they have not
yet been as important to AI as the
analysis of alpha-beta.

Lessons from Applied Physics

Let us now look at some interesting
insights from what I shall call
“lessons from Applied Physics.”
Acoustics and optics have long been
studied within Physics. AI speech
researchers benefited from several
decades of research in models of
speech and acoustics at Bell Labs and
other centers. Surprisingly, there has
not been equivalent formal work in
vision processes. I am happy to say
that rather than leaving the formal
studies to some later day physicist, AI
scientists in the late 70’s started the
“back-to-basics” movement which
now provides a firm theoretical foun-
dation for vision. I will highlight sev-
eral key lessons, leading to theoreti-
cally sound computational models of
vision processes based on constraints
of physics, optics, and geometry:
• Marr’s general framework for
vision,
• Barrow and Tenenbaum’s represen-
tation of intrinsic images,
• Horn, Woodham, Ikeuchi and

Shafer’s work on inferring 3-D shape
from photometric properties such as
shading and color,
• Huffman, Clowes, Waltz, Kanade,
and Kender’s results on inferring 3-D
shape from geometrical properties and
constraints, and
• Ullman, Hildreth, and Waxman’s
results on inferring shape from
motion such as optical flow.

Recently, Witkin and Tenenbaum
(1983) questioned the desirability of
preoccupation with recovering local
surface attributes. They believe the
resulting algorithms are frail and will
not work well unless appropriate glob-
al constraints are simultaneously
imposed on the image data. Bledsoe
(1985) points out that intelligent
agents of the future must be capable
of reasoning at many levels. Most of
the time, they may reason (like
humans) at shallow qualitative levels,
moving to deeper causal levels (“rea-
soning from basic principles of
physics”) only as needed. The lesson
in the case of vision and applied
physics is that the huge compu-
tational cost and too much precision
could limit the usefulness of physics-
based models even if they are superior
to human vision.

Lessons from Connectionism

Recent blossoming connectionist
research is a result of a better under-
standing of computational aspects of
human intelligence. There are roughly
a hundred billion neural cells in the
human brain. The brain operates with
a cycle time of 5 ms and computes a
scalar product of binary input and
weight vector.

One of the intriguing aspects of this
computing element is that the fan-in
and fan-out is of the order of 1,000.
Most of the brain’s volume is occu-
pied by wires, even though the wires
themselves are of submicron cross
section. A hundred billion processing
elements with 1,000 connections each
represent a hundred trillion connec-
tions. As many as 1% of these wires
are active in a 5 ms iteration involv-
ing a trillion computations every 5
ms. Thus, one might speculate that
the brain appears to perform 200 tril-
lion operations per second give or take
a few orders of magnitude. Figure 4
shows a scanning electron micrograph

Nodes
Search Branching Visited
Type Factor 8-ply 10-ply 12-ply

Normal 35 4.1x1012 5.0x1015 6.2x1018

Alpha-beta 6 1.8x107 6.4x108 2.3x1010

Hash Table 5 5.0x106 1.3x108 3.1x109

Figure 3: Search in Chess
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of a neuronal circuit grown in tissue
culture on a M68000 microprocessor
by Trogadis and Stevens of the Uni-
versity of Toronto (1983). Note that
axon and dendritic structures are
much finer than the micron dimen-
sions of the 68000.

The human brain possesses an
interesting property. For tasks such as
vision, language and motor control, a
brain is more powerful than 1000
supercomputers. And yet, for simple
tasks such as multiplication it is less
powerful than a 4 bit microprocessor
(Hinton, 1985). This leads us to specu-
late that silicon-based intelligence,
when it is achieved, may have differ-
ent attributes. We need not build air-
planes with flapping wings.

When looking at a familiar photo-
graph such as the Washington Monu-
ment, the brain seems to process and
identify the scene in a few hundred
milliseconds. This has led the connec-
tionists to observe that whatever pro-
cessing is occurring within the human
brain, must be happening in less than
100 clock cycles. AI scientists such as
Jerry Feldman (1982, 1985) and Geoff
Hinton (1986) want to find answers to
questions about what is the nature of
representation and the nature of com-
putation taking place within the
human brain? For the first time,
someone is asking questions about
optimal-least-computation-search. I
look forward to many exciting new
results from connectionist research.
Some researchers worry that connec-
tionist architectures do not provide
mechanisms for understanding what
the system knows, how it reasons and
what it believes. Let us first get a sys-
tem that works, then I am confident
that someone will figure out what it
knows!

Lessons from Architectures

The Sphinx speech recognition sys-
tem that you saw earlier achieves its
real-time performance not just
through the use of AI techniques such
as representation, search, and learning
but also through the use of efficient
data structures and application specif-
ic hardware architectures. Roberto
Bisiani (1988) was able to reduce the
time for recognition from about 10
minutes to under 5 seconds. Any time
you can make two orders of magni-

tude improvement, you have to sit up
and take notice. How did Bisiani do
this? From October 1987 through May
1988, he achieved the following :
• a speed-up of 1.5 by replacing sparse
arrays with link lists
• a speed-up of 3.0 by redesigning the
data structures to eliminate pointer
chasing
• a speed-up of 2.0 by redesigning the
beam search algorithm to use dynam-
ic thresholds and inserting best state
at the top of the list
• a speed-up of 2.5 using faster pro-
cessors
• a speed-up of 1.6 using a multiple
memory architecture
• a speed-up of 2.1 by using a multi-
processor architecture for parallel
search execution.

Note that all these speed-ups are
small, independent and multiplicative
(as conjectured by Reddy and Newell,
1977), resulting in a whopping speed-
up by a factor of 75, i.e., 7500%. Not
bad for six months of research!

The main lesson here is that serious
AI scientists of the future must also
be competent in other fields of com-
puter science, i.e., algorithm analysis,
data structures and software, and
computer architecture.

Lessons from Logic

Logic has long been used in AI as a
theoretical description language for
describing what the program knows
and believes; used from outside for
theorizing about the logical relations
between the data structures before
some thinking process has taken place
and the data structures after the
thinking process. Nils Nilsson’s book
(Nilsson 1971) on AI is the best exam-
ple of this use of logic.

I am reminded of the time, twenty
five years ago, when John McCarthy
gave us an assignment in class to
axiomatize the missionaries and can-
nibals problem. I went through the
motions and I believe he gave me an
“A” but I was never sure whether
what I did was correct or not. There
was no way to validate my axiomati-
zation of the problem. For logic to
become widely used as a theoretical
description of the language of AI, we
need tools and systems that help us
think, formulate, and validate what
we know in a concise form.

Recently, with logic programming
tools, there has been an increasing use
of logic as an internal representation
language for AI programs for repre-
senting what it knows. This use may
be good for some applications and bad
for others. I don’t believe a uniform
representation language to solve all AI
problems is either necessary or desir-
able at this juncture.

With advances in non-monotonic
reasoning and other recent results,
formal methods are enjoying a revival.
From the beginning, John McCarthy
has been a proponent and a major con-
tributor to the formal theory of artifi-
cial intelligence. He is responsible for
many key ideas in AI and Computer
Science: the Lisp programming lan-
guage, time sharing, common sense
reasoning, alpha-beta pruning algo-
rithm, circumscription in non-mono-
tonic reasoning and so on. As my
advisor at Stanford, he helped to
launch my AI career as he did for
many others. It gives me great plea-
sure to share with you the recent
announcement that he has been
selected to receive the prestigious
$350,000 Kyoto Prize for 1988.
McCarthy used to say that “To suc-
ceed, AI needs 1.7 Einsteins, 2
Maxwells, 5 Faradays and .3 Manhat-
tan projects.” Well, with Simon’s
Nobel prize and McCarthy’s Kyoto
prize, our field is making a solid
beginning.

The Grand Challenges of AI

In an era of accountability, we cannot
rest on our past accomplishments for
very long. We must create a vision for
the future which is exciting and chal-
lenging. Fortunately for us, any signif-
icant demonstration of intelligent sys-
tems is exciting. But we must go one
step further. Whenever possible, we
must identify and work on problems
of relevance to the nation—bold
national initiatives that capture the
imagination of the public.

Let me illustrate what I mean by
two examples from biology and
physics: the Decoding of the Human
Genome, and the Superconducting
Super Collider Project. These grand
challenges of science are expected to
require several billion dollars of
investment each. However, the
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expected benefits of these projects to
the nation are also very high. AI is in
a unique position to undertake and
deliver on such nationally relevant
initiatives.

What are the grand challenges of
AI? Fortunately, we have several
seemingly reasonable problems which
are currently unsolvable, and which
require major new insights and funda-
mental advances in various subfields
of AI, and the criteria for success or
failure can be clearly stated. The
scope and size of these problems vary
greatly—give or take an order of mag-

nitude relative to, say, the Decoding
of the Human Genome project. I
would like to present a few of my
favorite grand challenges here.

World Champion Chess Machine.    In
the early eighties, with a grant from
the Fredkin Foundation, we have
established a $100,000 prize for the
development of a computer program
which would beat the reigning world
champion chess player. We saw earlier
that we are already at the senior mas-
ters level. Hans Berliner says that if
you plot the progress in computer
chess over the past twenty years, the
ratings have been growing steadily at
about 45 points per year. At that rate,
we should have a chess champion
computer by about 1998, almost forty
years after Simon’s predictions. We
didn’t quite do it in ten years. But in
the cosmic scale of time, as Carl
Sagan points out, forty or even a hun-
dred years is but a fleeting moment.
We have waited billions of years for
nature to evolve natural intelligence!
We can certainly wait a hundred or
even a thousand years to realize a
human-created intelligence.

Mathematical Discovery.    The sec-
ond Fredkin prize is for the discovery
of a major mathematical result by a
computer. The criteria for success in
this case are not as crisp as with
chess. Woody Bledsoe, Chairman of

the mathematics prize committee, is
working with a panel of eminent
mathematicians to establish the crite-
ria for awarding the prize. For a while,
we thought a successor to Doug
Lenat’s AM program would claim this
prize. But Lenat had other plans. He is
after an even greater grand chal-
lenge—i.e. to create a system called
CYC which will have an encyclopedic
knowledge of the world.

The Translating Telephone. Japan
recently initiated a seven year $120
million project as the first phase
towards developing a phone system in

which a Japanese speaker can con-
verse with, say, an English speaker in
real time. This requires solutions to a
number of currently unsolved prob-
lems: a speech recognition system
capable of recognizing a large (possi-
bly unlimited) vocabulary and sponta-
neous, unrehearsed, continuous
speech; a natural sounding speech
synthesis preserving speaker charac-
teristics; and a natural language trans-
lation system capable of dealing with
ambiguity, non-grammaticality, and
incomplete phrases.

Accident Avoiding Car.    In the U.S.,
over 40,000 people die annually in
automobile accidents. It appears that
a new generation automobile
equipped with an intelligent cruise
control using sonar, laser, and vision
sensors could eliminate 80% to 90%
of the fatal accidents and cost less
than 10% of the total cost of the auto-
mobile. Such a device would require
research in vision, sensor fusion,
obstacle detection and avoidance, low
cost/high speed (over a billion opera-
tions per second) digital signal proces-
sor chips, and the underlying software
and algorithm design.

Self-Organizing Systems.     There has
been a long and continuing interest in
systems that learn and discover from
examples, from observations, and
from books. Currently, there is a lot of

interest in neural networks that can
learn from signals and symbols
through an evolutionary process. Two
long-term grand challenges for sys-
tems that acquire capability through
development are: read a chapter in a
college freshman text (say physics or
accounting) and answer the questions
at the end of the chapter; and learn to
assemble an appliance (such as a food
processor) from observing a person
doing the same task. Both are
extremely hard problems requiring
advances in vision, language, problem
solving techniques, and learning theo-
ry. Both are essential to the demon-
stration of a self-organizing system
that acquires capability through (pos-
sibly unsupervised) development.

Self-Replicating Systems.    There
have been several theoretical studies
in this area since the 1950’s. The
problem is of some practical interest
in areas such as space manufacturing.
Rather than uplifting a whole factory,
is it possible to have a small set of
machine tools which can produce,
say, 95% of the parts needed for the
factory using locally available raw
materials and assemble it in situ? The
solution to this problem involves
many different disciplines including
materials and energy technologies.
Research problems in AI include:
knowledge capture for reverse engi-
neering and replication, design for
manufacturability, and robotics.

Each of the above seemingly reason-
able problems would require signifi-
cant breakthroughs and fundamental
advances in AI and all other subfields
of Computer Science and Technology.
Unlike other vague statements of
accomplishments, success or failure
in these cases can be clearly estab-
lished and appreciated by non-experts.
Each of these tasks requires long-
term, stable funding at significant lev-
els. Success is by no means guaran-
teed and each problem represents a
high-risk high-payoff investment.
However, even partial success can
have spinoffs to industry and have a
major impact on the competitiveness
of our nation.

I have tried to present several grand
challenges in AI which are worthy of
long term research focus. Next, I
would like to share a few thoughts on

As the size of investment in AI rises above the noise
level, we can no longer expect people to fund us on

blind faith. We are entering an era of accountability.
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the social implications of our
research.

Social Implications of AI

Like any other science, AI has the
potential to do a lot of good and some
bad. In this talk, I would like to
accent the positive and implore all of
you to devote some of your time to AI
applications that might help the poor,
the illiterate, and the disadvantaged of
our nation and the world. 

By the turn of the century, it
appears possible that a low cost (e.g.
costing less than $1000) super com-
puter could be accessible to every
man, woman and child in the world.
Using such a system, AI researchers
should be able to create a personal-
ized, intelligent assistant which would
use voice and vision for man-machine
communication, tolerate error and
ambiguity in human interaction with
machines, provide education and
entertainment on a personalized basis,
provide expert advice on day-to-day
problems, make vast amounts of
knowledge available in active form,
and make ordinary mortals perform
superhuman tasks leading to new dis-
coveries and inventions at an unheard
of rate. Believe it or not, such a system
would help the illiterate farmer in
Ethiopia as much as the scientist in
U.S.A. or Japan. Let me see if I can be
moreconvincing!

The proposal to share the wealth
between north and south advocated by
the Brandt Commission and the Can-
cun Conference never got off the
ground. Share the wealth! Who are we
kidding! Shipping tons of wheat and
corn to feed the hungry is not a solu-
tion either. Creating mechanisms for
sharing of knowledge, know-how, and
literacy might be the only answer.
Knowledge has an important property.
When you give it away, you don’t lose
it..*

The great Chinese philosopher
Kuan-Tzu once said: “If you give a
fish to a man, you will feed him for a
day. If you give him a fishing rod, you
will feed him for life.” We can go one
step further: If we can provide him
with the knowledge and the know-
how for making that fishing rod, we
can feed the whole village.

It is my belief that the most impor-
tant wealth we can share with the dis-
advantaged is the wealth of knowl-
edge. If we can provide a gift of
knowledge to village communities
that would make them expert at what
they need to know to be self-suffi-
cient, we would then witness a true
revolution.

Sharing the knowledge and know-
how in the form of information prod-
ucts is surely the only way to reduce
this ever-widening gap between the
have and have-nots. The current tech-
nological revolution provides a new
hope and new understanding. The
computer and communication tech-
nologies will make it possible for a
rapid and inexpensive sharing of
knowledge.

You can make a difference in
achieving this compassionate world of
the future. My friends, you can have
meetings, publish papers, carry plac-
ards and believe you have done your
duty about social responsibility and
feel good about it. My request is to
take the extra step. Get involved in
national and international projects,
and provide your expertise to help
solve problems facing people who can-
not help themselves.

Conclusion

Let me conclude by first saying that
the field is more exciting than ever
before. Our recent advances are signif-
icant and substantial. And the mythi-
cal AI winter may have turned into an
AI spring. I see many flowers bloom-
ing. There are so many successes that
I never cease to be amazed with won-
derment at these new and creative
uses of AI.

Second, success in AI depends on
advances in all of computer science.
We are not, and never have been an
island unto ourselves. Finally, all
parts of AI belong together. Success in
AI requires advances in all of its dis-
parate parts including chess, cognitive
science, logic, and connectionism.
Each of these experiments yield new
insights that are crucial to the ulti-
mate success of the whole enterprise.

What can you do? I believe the time
has come for each of us to become a
responsible spokesman for the entire
field. This requires some additional
effort on our part to be articulate and
be convincing about the progress and
prospects of AI. Finally, choose your
favorite grand challenge relevant to
the nation, and work on it.

Figure 4. Neuronal Circuit vs. VLSI Circuit
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Note

Feigenbaum believes knowledge is wealth
and most nations and individuals may be
unwilling to share it. This is especially true
of secret chemical formulae, etc. This poses
a dilemma. Clearly it is necessary to create
a market for knowledge to be traded as any
other commodity in the world markets. At
the same time, the poor nations of the
world cannot afford to pay for it. There
appear to be several solutions. One is to cre-
ate a Knowledge Bank which pays for and
acquires the rights to knowledge for distri-
bution to third world countries. Second is to
create a Free Knowledge Foundation (analo-
gous to Free Software Foundation). Over
90% of the knowledge needed by the poor is
already available in the public domain. It is
just that they are not even aware of the
existence and availability of knowledge rel-
evant to their specific problem. The FKF
would have to set up mechanisms analo-
gous to the agricultural extension blocks set
up by USDA for creation and communica-
tion of knowledge and know-how through
expert systems technology.
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