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Abstract

Many applications of machine learning on discrete domains, such as learning preference functions in recommender systems or auctions, can be reduced to estimating a set function that is sparse in the Fourier domain. In this work, we present a new family of algorithms for learning Fourier-sparse set functions. They require at most $nk - k \log_2 k + k$ queries (set function evaluations), under mild conditions on the Fourier coefficients, where $n$ is the size of the ground set and $k$ the number of non-zero Fourier coefficients. In contrast to other work that focused on the orthogonal Walsh-Hadamard transform (WHT), our novel algorithms operate with recently introduced non-orthogonal Fourier transforms that offer different notions of Fourier-sparsity. These naturally arise when modeling, e.g., sets of items forming substitutes and complements. We demonstrate effectiveness on several real-world applications.

1 Introduction

Numerous problems in machine learning on discrete domains involve learning set functions, i.e., functions $s : 2^N \rightarrow \mathbb{R}$ that map subsets of some ground set $N$ to the real numbers. In recommender systems, for example, such set functions express diversity among sets of articles and their relevance w.r.t. a given need (Sharma, Harper, and Karypis 2019; Balog, Radlinski, and Arakelyan 2019); in sensor placement tasks, they express the informativeness of sets of sensors (Krause, Singh, and Guestri 2008); in combinatorial auctions, they express valuations for sets of items (Brho, Lubin, and Seuken 2019). A key challenge is to estimate $s$ from a small number of observed evaluations. Without structural assumptions an exponentially large (in $n = |N|$) number of queries is needed. Thus, a key question is which families of set functions can be efficiently learnt, while capturing important applications. One key property is sparsity in the Fourier domain (Stobbe and Krause 2012; Amrollahi et al. 2019).

The Fourier transform for set functions is classically known as the orthogonal Walsh-Hadamard transform (WHT) (Bernasconi, Codenotti, and Simon 1996; De Wolf 2008; L. and Ramchandran 2015; Cheraghchi and Indyk 2017). Using the WHT, it is possible to learn functions with at most $k$ non-zero Fourier coefficients with $O(nk)$ evaluations (Amrollahi et al. 2019). In this paper, we consider an alternative family of non-orthogonal Fourier transforms, recently introduced in the context of discrete signal processing on set functions (DSSP) (Püschel 2018; Püschel and Wendler 2020). In particular, we present the first efficient algorithms which (under mild assumptions on the Fourier coefficients), efficiently learn $k$-Fourier-sparse set functions requiring at most $(n + 1)k - k \log_2 k$ evaluations. In contrast, naively computing the Fourier transform requires $2^n$ evaluations and $n2^{n-1}$ operations (Püschel and Wendler 2020).

Importantly, sparsity in the WHT domain does not imply sparsity in the alternative Fourier domains we consider, or vice versa. Thus, we significantly expand the class of set functions that can be efficiently learnt. One natural example of set functions, which are sparse in one of the non-orthogonal transforms, but not for the WHT, are certain preference functions considered by Djolonga, Tschiatschek, and Krause (2016) in the context of recommender systems and auctions. In recommender systems, each item may cover the set of needs that it satisfies for a customer. If needs are covered by several items at once, or items depend on each other to provide value there are substitutability or complementarity effects between the respective items, which are precisely captured by the new Fourier transforms (Püschel and Wendler 2020). Hence, a natural way to learn such set functions is to compute their respective sparse Fourier transforms.

Contributions. In this paper we develop, analyze, and evaluate novel algorithms for computing the sparse Fourier transform under various notions of Fourier basis:

1. We are the first to introduce an efficient algorithm to compute the sparse Fourier transform for the recent notions of non-orthogonal Fourier basis for set functions (Püschel and Wendler 2020). In contrast to the naive fast Fourier transform algorithm that requires $2^n$ queries and $n2^{n-1}$ operations, our sparse Fourier transform requires at most $nk - k \log_2 k + k = O(nk - k \log k)$ queries and $O(nk^2)$ operations to compute the $k$ non-zero coefficients of a Fourier-sparse set function. The algorithm works in all cases up to a null set of pathological set functions.

2. We then further extend our algorithm to handle an even larger class of Fourier-sparse set functions with $O(nk^2 - nk \log k)$ queries and $O(n^2k + k^2n)$ operations using filtering techniques.

3. We demonstrate the effectiveness of our algorithms in three
real-world set function learning tasks: learning surrogate objective functions for sensor placement tasks, learning facility locations functions for water networks, and preference elicitation in combinatorial auctions. The sensor placements obtained by our learnt surrogates are indistinguishable from the ones obtained using the compressive sensing based WHT by [Stobbe and Krause 2012]. However, our algorithm does not require prior knowledge of the Fourier support and runs significantly faster. The facility locations function learning task shows that certain set functions are sparse in the non-orthogonal basis while being dense in the WHT basis. In the preference elicitation task also only half as many Fourier coefficients are required in the non-orthogonal basis as in the WHT basis, which indicates that bidders’ valuation functions are well represented in the non-orthogonal basis.

Because of the page limit, all proofs are in the supplementary material.

2 Fourier Transforms for Set Functions

We introduce background and definitions for set functions and associated Fourier bases, following the discrete-set signal processing (DSSP) introduced by [Püschel 2018, Püschel and Wendler 2020]. DSSP generalizes key concepts from classical signal processing, including shift, convolution, and Fourier transform to the powerset domain. The approach follows a general procedure that derives these concepts from a suitable definition of the shift operation [Püschel and Moura 2008].

Set functions. We consider a ground set \( \mathcal{N} = \{x_1, \ldots , x_n\} \). An associated set function maps each subset of \( \mathcal{N} \) to a real value:

\[
s: 2^\mathcal{N} \to \mathbb{R}; A \mapsto s(A).
\]

(1)

Each set function can be identified with a \( 2^n \)-dimensional vector \( s = (s(A))_A \subseteq \mathcal{N} \) by fixing an order on the subsets. We choose the lexicographic order on the set indicator vectors.

Shifts. Classical convolution (e.g., on images) is associated with the translation operator. Analogously, DSSP considers different versions of "set translations", each yielding a different DSSP model, numbered 1–5. One choice is

\[
\text{(model 4) } \quad T_Q s(A) = s(A \cup Q), \quad Q \subseteq \mathcal{N}.
\]

(2)

The shift operators \( T_Q \) are parameterized by the powerset monoid \( (2^\mathcal{N}, \cup) \), since the equality \( T_Q(T_R s) = T_{Q \cup R} s \) holds for all \( Q, R \subseteq \mathcal{N} \), and \( s \in \mathbb{R}^{2^\mathcal{N}} \).

Convolutional filters. The corresponding linear, shift-equivariant convolution in model 4 is given by

\[
(h \ast s)(A) = \sum_{Q \subseteq \mathcal{N}} h(Q) s(A \cup Q).
\]

(3)

Namely, \( (h \ast T_R s)(A) = T_R (h \ast s)(A) \), for all \( R \subseteq \mathcal{N} \). Convolving with \( h \) is a linear mapping called a filter and \( h \) is also a set function. In matrix notation we have \( h \ast s = Hs \), where \( H \) is the filter matrix.

Fourier transform and convolution theorem. The Fourier transform (FT) simultaneously diagonizes all filters, i.e., the matrix \( FH F^{-1} \) is diagonal for all filter matrices \( H \), where \( F \) denotes the matrix form of the Fourier transform. Thus, different definitions of set shifts yield different notions of Fourier transform. For the shift in (2) the Fourier transform of \( s \) takes the form

\[
\hat{s}(B) = \sum_{A \subseteq \mathcal{N} \setminus A \cup B = \mathcal{N}} (-1)^{|A \cap B|} s(A)
\]

(4)

with the inverse

\[
s(A) = \sum_{B \subseteq \mathcal{N} \setminus A \cap B = \emptyset} \hat{s}(B).
\]

(5)

As a consequence we obtain the convolution theorem

\[
\widehat{(h \ast s)}(B) = \hat{h}(B) \hat{s}(B).
\]

(6)

Interestingly, \( \hat{h} \) (the so-called frequency response) is computed differently than \( \hat{s} \), namely as

\[
\hat{h}(A) = \sum_{A \subseteq \mathcal{N} \setminus A \cap B = \emptyset} h(A).
\]

(7)

In matrix form, with respect to the chosen order of \( s \), the Fourier transform and its inverse are

\[
F = \begin{pmatrix} 0 & 1 \\ 1 & -1 \end{pmatrix}^\otimes n \quad \text{and} \quad F^{-1} = \begin{pmatrix} 1 & 1 \\ 1 & 0 \end{pmatrix}^\otimes n,
\]

(8)

respectively, in which \( M^\otimes n = M \otimes \cdots \otimes M \) denotes the \( n \)-fold Kronecker product of the matrix \( M \). Thus, the Fourier transform \( \hat{s} = Fs \) and its inverse \( s = F^{-1} \hat{s} \) can be computed in \( n2^{n-1} \) operations.

The columns of \( F^{-1} \) form the Fourier basis and can be viewed as indexed by \( B \subseteq \mathcal{N} \). The \( B \)-th column is given by \( f_B = \iota_{A \cap B = \emptyset} \), where \( \iota_{A \cap B = \emptyset} = 1 \) if \( A \subseteq \emptyset = B \) and \( \iota_{A \cap B = \emptyset} = 0 \) otherwise. The basis is not orthogonal as can be seen from the triangular structure in (8).

Example and interpretation. We consider a special class of preference functions that, e.g., model customers in a recommender system [Djolonga, Tschiaetschek, and Krause 2016]. Preference functions naturally occur in machine learning tasks on discrete domains such as recommender systems and auctions, in which, for example, they are used to model complementary- and substitution effects between goods. Goods complement each other when their combined utility is greater than the sum of their individual utilities. Analogously, goods substitute each other when their combined utility is smaller than the sum of their individual utilities. Formally, a preference function is given by

\[
p(A) = \sum_{i \in A} u_i + \sum_{k=1}^L \left( \max_{i \in A} r_{ki} - \sum_{i \in A} r_{ki} \right)
\]

(9)

Equation (9) is composed of a so-called modular term parametrized by \( u \in \mathbb{R}^\mathcal{N} \), a repulsive term parametrized by \( r \in \mathbb{R}^{L \times \mathcal{N}} \), with \( L \in \mathbb{N} \), and an attractive term parametrized by \( a \in \mathbb{R}^{K \times \mathcal{N}} \), with \( K \in \mathbb{N} \). The repulsive term captures substitution and the attractive term complementary effects.
Example 1 (Running example). Consider the ground set \( \{x_1, x_2, x_3\} \), in which \( x_1 \) represents a tablet, \( x_2 \) a laptop and \( x_3 \) a tablet pen. Now, we create a preference function with a substitution effect between the laptop and the tablet pen which is expressed in the repulsive term \( r = (2, 2, 0) \) and a complementary effect between the tablet and the tablet pen which is expressed in the attractive term \( a = (1, 0, 1) \). The individual values of the items are expressed in the modular term \( u = (2, 2, 1) \). As a result we get the following preference function \( p \) and also show its Fourier transform \( \hat{p} \):

\[
\begin{array}{cccccccc}
\emptyset & \{x_1\} & \{x_2\} & \{x_1, x_2\} & \{x_3\} & \{x_1, x_3\} & \{x_2, x_3\} & \{x_1, x_2, x_3\} \\
p & 0 & 2 & 2 & 2 & 1 & 4 & 3 & 4 \\
\hat{p} & 4 & -1 & 0 & -2 & -2 & 1 & 0 & 0 \\
\end{array}
\]

Namely, as desired, \( p(\{x_1, x_2\}) < p(\{x_1\}) + p(\{x_2\}) \) and \( p(\{x_1, x_3\}) > p(\{x_1\}) + p(\{x_3\}) \). Note that \( \hat{p} \) is sparse. Next, we show this is always the case.

Lemma 1. Preference functions of the form \((9)\) are Fourier-sparse w.r.t. model 4 with at most \(1 + n + Ln + Kn\) non-zero Fourier coefficients.

Motivated by Lemma 1 we call set functions that are Fourier-sparse w.r.t. model 4 generalized preference functions. Formally, a generalized preference function is defined in terms of a collection of distinct subsets \( N = \{S_1, \ldots, S_n\} \) of some universe \( U = S_i \subseteq U, i \in \{1, \ldots, n\} \), and a weight function \( w : U \rightarrow \mathbb{R} \). The weight of a set \( S \subseteq U \) is \( w(S) = \sum_{u \in S} w(u) \). Then, the corresponding generalized preference function is

\[
s : 2^N \rightarrow \mathbb{R}; A \mapsto w \left( \bigcup_{S_i \in A} S_i \right). \quad (10)
\]

For non-negative weights \( s \) is called a weighted coverage function (Krause and Golovin 2014), but here we allow general (signed) weights. Thus, generalized preference functions are generalized coverage functions as introduced in (Püschel and Wendler 2020). Generalized coverage functions can be visualized by a bipartite graph, see Fig. 1a. In recommender systems, \( S_i \) could model the customer-needs covered by item \( i \). Then, the score that a customer associates to a set of items corresponds to the needs covered by the items in that set. Substitution as well as complementary effects occur if the needs covered by items overlap (e.g., \( S_i \cap S_j \neq \emptyset \)).

Concretely, we observe in Fig. 1a that in our running example the tablet and the tablet share one need with a positive sign which yields the substitution effect, and the tablet and the tablet pen share a need with a negative sign which yields the complementary effect.

Interestingly, the Fourier coefficients for model 4 in (4) of a generalized coverage function are

\[
\hat{s}(B) = \begin{cases} 
\sum_{u \in U} w(u), & \text{if } B = \emptyset, \\
-w \left( \bigcap_{S_i \in B} S_i \setminus \bigcup_{S_i \in N \setminus B} S_i \right), & \text{otherwise},
\end{cases} \quad (11)
\]

which corresponds to the weights of the fragments of the Venn-diagram of the sets \( S_i \) (Fig. 1b). If the universe \( U \) contains fewer than \( 2^n \) items, some fragments will have weight zero, i.e., are Fourier-sparse. We refer to Section VIII of Püschel and Wendler (2020) for an in-depth discussion and interpretation of the spectrum (11).

Other shifts and Fourier bases. As mentioned before, Püschel and Wendler (2020) considers 5 types of shift, i.e. DSSP models, each with its respective shift-equivariant convolution, associated Fourier basis, and thus notion of Fourier-sparsity. Model 5 is the classical definition that yields the WHT and model 4 the version introduced above. Table 1 collects the key concepts, also including model 3.

The notions of Fourier-sparsity differ substantially between models. For example, consider the coverage function for which there is only one element in the universe \( U \) and this element is covered by all sets \( S_1, \ldots, S_n \). Then, \( \hat{s}(\emptyset) = 1, \hat{s}(N) = -1 \) and \( \hat{s}(B) = 0 \) for \( \emptyset \subset B \subset N \) w.r.t. model 4, and \( \hat{s}(\emptyset) = 2^n - 1 \) and \( \hat{s}(B) = -1 \) for all \( \emptyset \subset B \subset N \) w.r.t. the WHT.

More generally, one can show that preference functions in (9) with at least one row of pairwise distinct values in either the repulsive or attractive part are dense w.r.t. the WHT basis.

The Fourier bases have appeared in different contexts before. For example, (4) can be related to the W-transform, which has been used by Chakraborty and Huang (2012) to test coverage functions.

3 Learning Fourier-Sparse Set Functions

We now present our algorithm for learning Fourier-sparse set functions w.r.t. model 4. One of our main contributions is that the derivation and algorithm are general, i.e., they also applies to the other models. We derive the variants for models 3 and 5 from Table 1 in the supplementary material.
Definition 1. A set function \( s \) is called \( k \)-Fourier-sparse if
\[
\text{supp}(\hat{s}) = \{ B : \hat{s}(B) \neq 0 \} = \{ B_1, \ldots, B_k \},
\]
where we assume that \( k \) is significantly smaller than \( 2^n \).

Thus, exactly learning a \( k \)-Fourier-sparse set function is equivalent to computing its \( k \)-non-zero Fourier coefficients and associated support. Formally, we want to solve:

**Problem 1 (Sparse FT).** Given oracle access to query a \( k \)-Fourier-sparse set function \( s \), compute its Fourier support and associated Fourier coefficients.

### 3.1 Sparse FT with Known Support

First, we consider the simpler problem of computing the Fourier coefficients if the Fourier support \( \text{supp}(\hat{s}) \) (or a small enough superset \( B \supseteq \text{supp}(\hat{s}) \)) is known. In this case, the solution boils down to selecting queries \( A \subseteq 2^N \) such that the linear system of equations
\[
s_A = F^{-1}_{AB}\hat{s}_B,
\]
adopts a solution. Here, \( s_A = (s(A))_{A \subseteq A} \) is the vector of queries, \( F^{-1}_{AB} \) is the submatrix of \( F^{-1} \) obtained by selecting the rows indexed by \( A \) and the columns indexed by \( B \), and \( \hat{s}_B \) are the unknown Fourier coefficients we want to compute.

**Theorem 1 (Püschel and Wendler (2020)).** Let \( s \) be \( k \)-Fourier-sparse with \( \text{supp}(\hat{s}) = \{ B_1, \ldots, B_k \} \). Let \( A = \{ N \setminus B_1, \ldots, N \setminus B_k \} \). Then \( F^{-1}_{AB} \) is invertible and \( s \) can be perfectly reconstructed from the queries \( s_A \).

Consequently, we can solve Problem 1 if we have a way to discover a \( B \supseteq \text{supp}(\hat{s}) \), which is what we do next.

### 3.2 Sparse FT with Unknown Support

In the following we present our algorithm to solve Problem 1. As mentioned, the key challenge is to determine the Fourier support w.r.t. \( \hat{s} \). The initial skeleton is similar to the algorithm Recover Coverage by Chakraborty and Huang (2012), who used it to test coverage functions. Here we take the novel view of Fourier analysis to expand it to a sparse Fourier transform algorithm for all set functions. Doing so creates challenges since here the weight function in (10) is not guaranteed to be positive. Using the framework in Section 2 we will analyze and address them.

Let \( M \subseteq N \), and consider the associated restriction of a set function \( s \) on \( N \):
\[
s_{\downarrow 2^M} : 2^M \to \mathbb{R}; A \mapsto s(A)
\]
The Fourier coefficients of \( s \) and the restriction can be related as (proof in supplementary material):
\[
\hat{s}_{\downarrow 2^M}(B) = \sum_{A \subseteq N \setminus M} \hat{s}(A \cup B).
\]

We observe that, if the Fourier coefficients on the right hand side of (15) do not cancel, knowing \( \hat{s}_{\downarrow 2^M} \) contains information about the sparsity of \( \hat{s}_{\downarrow 2^{M \cup \{x\}}} \), for \( x \in N \setminus M \). To be precise, if there are no cancellations, the relation
\[
\hat{s}_{\downarrow 2^M}(B) = \hat{s}_{\downarrow 2^{M \cup \{x\}}}(B) + \hat{s}_{\downarrow 2^{M \cup \{x\}}}(B \cup \{x\})
\]
implies that both \( \hat{s}_{\downarrow 2^{M \cup \{x\}}}(B) \) and \( \hat{s}_{\downarrow 2^{M \cup \{x\}}}(B \cup \{x\}) \) must be zero whenever \( \hat{s}_{\downarrow 2^M}(B) \) is zero. As a consequence, we can construct
\[
B = \bigcup_{B \in \text{supp}(\hat{s}) \downarrow 2^M} \{ B, B \cup \{x\} \},
\]
with \( \text{supp}(\hat{s}_{\downarrow 2^{M \cup \{x\}}} \subseteq B \), from (16), and then compute \( \hat{s}_{\downarrow 2^{M \cup \{x\}}} \) with Theorem 1 in this case.

As a result we can solve Problem 1 with our algorithm SSFT, under mild conditions on the coefficients that guarantee that cancellations do not occur, by successively computing the non-zero Fourier coefficients of restricted set functions along the chain
\[
s_{\downarrow 2^B} = s_{\downarrow 2^{B_1}}, s_{\downarrow 2^{B_1 \cup \{x\}}}, \ldots, s_{\downarrow 2^{B_N}} = \hat{s}.
\]

For example, SSFT works with probability one if all non-zero Fourier coefficients are sampled from independent continuous probability distributions:

**Lemma 2.** With probability one SSFT correctly computes the Fourier transform of Fourier-sparse set functions \( s \) with \( \text{supp}(\hat{s}) = B \) and randomly sampled Fourier coefficients, that satisfy
1. \( \hat{s}(B) \sim p_B \), where \( p_B \) is a continuous probability distribution with density function \( p_B \), for \( B \in \text{supp}(\hat{s}) \).
2. \( p_B = \prod_{B \in B \supseteq p_B} \).

**Algorithm.** We initialize SSFT with \( M_0 = \emptyset \) and \( s_{\downarrow 2^\emptyset}(\emptyset) = s(\emptyset) \) (lines 1–2). Then, in each iteration of the for loop (line 3), we grow our set \( M_i = M_{i-1} \cup \{ x_i \} \) by adding the next element (line 4), determine the superset \( B \) of \( \text{supp}(s_{\downarrow 2^{M_i}}) \) based on the Fourier coefficients from the previous iteration \( s_{\downarrow 2^{M_{i-1}}} \) (lines 5–8) and solve the resulting known-support-problem using Theorem 1 (lines 9–12). After \( n \) iterations we end up with the Fourier coefficients of \( s \).

We depict an execution of SSFT on \( p \) from Example 1 in Fig. 2. We process the elements \( x_1, x_2, x_3 \) in reverse order, which results in the final Fourier coefficients being lexicographically ordered. Note that in this example applying SSFT naively would fail, as \( p_{\downarrow 2^\emptyset}(\emptyset) = p(\emptyset) = 0 \) SSFT would falsely conclude that both \( p_{\downarrow 2^{\{x_3\}}}(\emptyset) \) and \( p_{\downarrow 2^{\{x_3\}}}(\{x_3\}) \) are zero resulting in them and their children being pruned. Instead, we initialize the algorithm with \( p_{\downarrow 2^{\{x_3\}}} \). The levels of the tree correspond to the elements of the chain (18). When computing the Fourier coefficients of a level, the ones of the previous level determine the support superset \( B \). Whenever SSFT encounters a Fourier coefficient that is equal to zero, all of its children are pruned from the tree. For example, \( p_{\downarrow 2^{\{x_2,x_3\}}}(\{x_2,x_3\}) = 0 \), thus, \( \{x_2,x_3\} \) and \( \{x_1,x_2,x_3\} \) are not included in the support superset \( B \) of \( p_{\downarrow N} = p \). While pruning in our small example only avoids the computation of \( p_{\downarrow 2^N}(\{x_2,x_3\}) \) and \( p_{\downarrow 2^N}(\{x_1,x_2,x_3\}) \), it avoids an exponential amount of computation in larger examples (for \( |N| = n \), when \( s_{\downarrow 2^{M_{i-1}}} (B) = 0 \) the two subtrees of height \( n - i \) containing its children are pruned).
SSFT Sparse set function Fourier transform of \( s \):

1: \( M_0 \leftarrow \emptyset \)
2: \( s \downarrow 2^{m_0} (\emptyset) \leftarrow s (\emptyset) \)
3: for \( i = 1, \ldots, n \) do
4: \( M_i \leftarrow M_{i-1} \cup \{ x_i \} \)
5: \( B \leftarrow \emptyset \), \( A \leftarrow \emptyset \)
6: for \( B \in \text{supp} (s \downarrow 2^{m_{i-1}}) \) do
7: \( B \leftarrow B \cup \{ B, B \cup \{ x_i \} \} \)
8: \( \mathcal{A} \leftarrow \mathcal{A} \cup \{ M_i \setminus B, M_i \setminus (B \cup \{ x_i \}) \} \)
9: \( s_A \leftarrow (s (A))_{A \in \mathcal{A}} \)
10: \( x \leftarrow \text{solve} s_A = F^{-1}_{AB} x \) for \( x \)
11: for \( B \in \mathcal{B} \) with \( x_B \neq 0 \) do
12: \( \tilde{s} (B) \leftarrow x_B \)
13: return \( \tilde{s} \downarrow 2^{m_n} \)

Figure 2: The Fourier coefficients of the restricted versions of \( p \) from Example 1. Depth 1 (root) corresponds to the Fourier transform of \( p \downarrow 2^0 \), depth 1 to the one of \( p \downarrow 2^1 \), depth 2 to the one of \( p \downarrow 2^{2} \), and depth 3 to the one of \( p \).

Note that for practical reasons we only process up to \( k_{\max} \) subsets in line 6. In line 11, we consider a Fourier coefficient \( |x_B| < \epsilon \) (a hyperparameter) as zero.

Analysis. We consider set functions \( s \) that are \( k \)-Fourier-sparse (but not \((k-1)\)-Fourier-sparse) with support \( \text{supp}(\tilde{s}) = \{ B_1, \ldots, B_k \} = \mathcal{B} \), i.e., \( \{ s : 2^n \to \mathbb{R} : \tilde{s} (B) \neq 0 \text{ iff } B \in \mathcal{B} \} \), which is isomorphic to

\[
\mathcal{S} = \{ \tilde{s} \in \mathbb{R}^k : \tilde{s}_i \neq 0 \text{ for all } i \in \{ 1, \ldots, k \} \}. \tag{19}
\]

Let \( \lambda \) denote the Lebesgue measure on \( \mathbb{R}^k \). Let \( \mathcal{P}_{C}^{M_i} = \{ B \in \mathcal{B} : B \cap M_i = C \} \).

Pathological set functions. SSFT fails to compute the Fourier coefficients for which \( s \downarrow 2^{m_i} (C) = 0 \) despite \( \mathcal{P}^{M_i} \neq \emptyset \). Thus, the set of pathological set functions \( \mathcal{D}_1 \), i.e., the set of set functions for which SSFT fails, can be written as the finite union of kernels

\[
\mathcal{K}_1 (M_i, C) = \{ \tilde{s} \in \mathbb{R}^k : \tilde{s} \downarrow 2^{m_i} (C) = 0 \} \tag{20}
\]

intercepted with \( \mathcal{S} \).

**Theorem 2.** Using prior notation, the set of pathological set functions for SSFT is given by

\[
\mathcal{D}_1 = \bigcup_{i=0}^{n-1} \bigcup_{C \subseteq M_i : \mathcal{P}^{M_i}_C \neq \emptyset} \mathcal{K}_1 (M_i, C) \cap \mathcal{S}, \tag{21}
\]

and has Lebesgue measure zero, i.e., \( \lambda (\mathcal{D}_1) = 0 \).

Complexity. By reusing queries and computations from the \((i-1)\)-th iteration of SSFT in the \(i\)-th iteration, we obtain:

**Theorem 3.** SSFT requires at most \( nk - k \log_2 k + k \) queries and \( O(nk^2) \) operations.

### 3.3 Shrinking the Set of Pathological Fourier Coefficients

According to Theorem 2, the set of pathological Fourier coefficients for a given support has measure zero. However, unfortunately, this set includes important classes of set functions including graph cuts (in the case of unit weights) and hypergraph cuts.

**Solution.** The key idea to exclude these and further narrow down the set of pathological cases is to use the convolution theorem [6], i.e., the fact that we can modulate Fourier coefficients by filtering. Concretely, we choose a random filter \( h \) such that SSFT works for \( h \ast s \) with probability one. \( \hat{s} \) is then obtained from \( h \ast s \) by dividing by the frequency response \( \hat{h} \). We keep the associated overhead in \( O(n) \) by choosing a one-hop filter, i.e., \( h (B) = 0 \) for \( |B| > 1 \). Motivated by the fact that, e.g., the product of a Rademacher random variable (which would lead to cancellations) and a normally distributed random variable is again normally distributed, we sample our filtering coefficients i.i.d. from a normal distribution. By filtering our signal with such a random filter we aim to end up in a situation similar to Lemma 2.

\[\text{Call the resulting algorithm SSFT+, shown above.}\]
Algorithm. In SSFT+ we create a random one-hop filter \( h \) (lines 2–4), apply SSFT to the filtered signal \( h * s \) (line 6) and compute \( \hat{s} \) based on \( h * s \) (lines 8–9).

Analysis. Building on the analysis of SSFT, recall that \( S \) denotes the set of \( k \)-Fourier-sparse (but not \((k-1)\)-Fourier-sparse) set functions and \( \mathcal{P}^k_M \) are the elements \( B \in \supp(\hat{s}) \) satisfying \( B \cap M_i = C \). Let

\[
\mathcal{K}_{2}(M_i,C) = \left\{ \hat{s} \in \mathbb{R}^k : s_{\downarrow 2^{M_i}}(C) = 0 \text{ and } s_{\downarrow 2^{M_i \cup \{x\}}}(C) = 0 \right\}.
\]

Theorem 4. With probability one with respect to the randomness of the filtering coefficients, the set of pathological set functions for SSFT+ has the form (prior notation)

\[
D_2 = \bigcup_{i=0}^{n-2} \bigcup_{C \subseteq M_i, \mathcal{P}^k_C \neq \emptyset} \mathcal{K}_{2}(M_i,C) \cap S.
\]

Theorem 4 shows that SSFT+ correctly processes \( s_{\downarrow 2^{M_i}}(C) = 0 \) with \( \mathcal{P}^k_C \neq \emptyset \), iff there is an element \( x \in \{x_{i+1}, \ldots, x_n\} \) for which \( s_{\downarrow 2^{M_i \cup \{x\}}}(C) \neq 0 \).

Theorem 5. If \( D_1 \) is non-empty, \( D_2 \) is a proper subset of \( D_1 \). In particular, \( \mathcal{K}_1(M_i,C) \cap S \neq \emptyset \) implies \( \mathcal{K}_2(M_i,C) \neq \emptyset \).

Complexity. There is a trade-off between the number of non-zero filtering coefficients and the size of the set of pathological set functions. For example, for the one-hop filters used, computing \((h * s)(A)\) requires \(1 + n - |A|\) queries.

Theorem 6. The query complexity of SSFT+ is \(O(n^2k - nk\log k)\) and the algorithmic complexity is \(O(n^2k + nk^2)\).

4 Related Work

We briefly discuss related work on learning set functions.

Fourier-sparse learning. There is a substantial body of research concerned with learning Fourier/WHT-sparse set functions (Stobbe and Krause 2012; Scheibler, Haghighatshoar, and Vetterli 2013; Kocaoglu et al. 2014; Li and Ramchandran 2015; Cheraghchi and Indyk 2017; Amrollahi et al. 2019). Recently, Amrollahi et al. (2019) have imported ideas from the hashing based sparse Fourier transform algorithm (Hassanieh et al. 2012) to the set function setting. The resulting algorithms compute the WHT of \( k \)-WHT-sparse set functions with a query complexity \(O(n k)\) for general frequencies, \(O(kd \log n)\) for low degree \((d \leq k)\) frequencies and \(O(kd \log n \log(d \log n))\) for low degree set functions that are only approximately sparse. To the best of our knowledge this latest work improves on previous algorithms, such as the ones by Scheibler, Haghighatshoar, and Vetterli (2013), Kocaoglu et al. (2014), Li and Ramchandran (2015), and Cheraghchi and Indyk (2017), providing the best guarantees in terms of both query complexity and runtime. E.g. Scheibler, Haghighatshoar, and Vetterli (2013) utilize similar ideas like hashing/aliasing to derive sparse WHT algorithms that work under random support (the frequencies are uniformly distributed on \(2^N\)) and random coefficient (the coefficients are samples from continuous distributions) assumptions. Kocaoglu et al. (2014) propose a method to compute the WHT of a \( k \)-Fourier-sparse set function that satisfies a so-called unique sign property using queries polynomial in \( n\) and \( k^2\).

In a different line of work, Stobbe and Krause (2012) utilize results from compressive sensing to compute the WHT of \( k \)-WHT-sparse set functions, for which a superset \( P \) of the support is known. This approach also can be used to find a \( k \)-Fourier-sparse approximation and has a theoretical query complexity of \(O(k \log^2 |P|)\). In practice, it even seems to be more query-efficient than the hashing based WHT (see experimental section of Amrollahi et al. (2019), but suffers from the high computational complexity, which scales at least linearly with \( |P|\). Regrading coverage functions, to our knowledge, there has not been any work in the compressive sensing literature for the non-orthogonal Fourier bases which do not satisfy RIP properties and hence lack sparse recovery and robustness guarantees.

In summary, all prior work on Fourier-based methods for learning set functions was based on the WHT. Our work leverages the broader framework of signal processing with set functions proposed by Püschel and Wendler (2020), which provides a larger class of Fourier transforms and thus new types of Fourier-sparcity.

Other learning paradigms. Other lines of work for learning set functions include methods based on new neural architectures (Dolhansky and Bilmès 2016; Zaheer et al. 2017). Weiss, Lubin, and Seuken (2017), methods based on back-propagation through combinatorial solvers (Djolonga and Krause 2017; Tschatschek, Sahin, and Krause 2018; Wang et al. 2019; Vlastelica et al. 2019), kernel-based methods (Buathong, Ginsbourger, and Krämer 2020), and methods based on other succinct representations such as decision trees (Feldman, Kothari, and Vondrák 2013) and disjunctive normal forms (Raskhodnikova and Yaroslavtsev 2013).

5 Empirical Evaluation

We evaluate the two variants of our algorithm (SSFT and SSFT+) for model 4 on three classes of real-world set functions. First, we approximate the objective functions of sensor placement tasks by Fourier-sparse functions and evaluate the quality of the resulting surrogate objective functions. Second, we learn facility locations functions (which are preference functions) that are used to determine cost-effective sensor placements in water networks (Leskovec et al. 2007). Finally, we learn simulated bidders from a spectrum auctions test suite (Weiss, Lubin, and Seuken 2017).

Benchmark learning algorithms. We compare our algorithm against three state-of-the-art algorithms for learning WHT-sparse set functions: the compressive sensing based approach CS-WHT (Stobbe and Krause 2012), the hashing based approach H-WHT (Amrollahi et al. 2019), and the robust version of the hashing based approach R-WHT (Amrollahi et al. 2019). For our algorithm we set \( c = 0.001 \) and \( h_{\text{max}} = 1000 \). CS-WHT requires a superset \( P \) of the (unknown) Fourier support, which we set to all \( B \subseteq N \) with \(|B| \leq 2\) and the parameter for expected sparsity to 1000. For H-WHT we used the exact algorithm without low-degree as-
We now consider a class of preference functions that are used for R-WHT. We used the robust algorithm without low-degree assumption and set the expected sparsity parameter to 2000 unless specified otherwise.

### 5.1 Sensor Placement Tasks

We consider a discrete set of sensors located at different fixed positions measuring a quantity of interest, e.g., temperature, amount of rainfall, or traffic data, and want to find an informative subset of sensors subject to a budget constraint on the number of sensors selected (e.g., due to hardware costs). To quantify the informativeness of subsets of sensors, we fit a multivariate normal distribution to the sensor measurements (Leskovec et al. 2007) and associate each subset of sensors $A \subseteq N$ with its information gain (Srinivas et al. 2010).

$$G(A) = \frac{1}{2} \log |I_A| + \sigma^{-2} (K_{ij})_{i,j \in A},$$

(24)

where $(K_{ij})_{i,j \in A}$ is the submatrix of the covariance matrix $K$ that is indexed by the sensors $A \subseteq N$ and $I_A$ the $|A| \times |A|$ identity matrix. We construct two covariance matrices this way for temperature measurements from 46 sensors at Intel and for velocity data from 357 sensors deployed under a highway in California.

The information gain is a submodular set function and, thus, can be approximately maximized using the greedy algorithm by Nemhauser, Wolsey, and Fisher (1978): $A^* = \arg \max_{A \subseteq N : |A| \leq d} G(A)$ to obtain informative subsets. We do the same using Fourier-sparse surrogates $s$ of $G$: $A^+ = \arg \max_{A \subseteq N : |A| \leq d} s(A)$ and compute $G(A^+)$. As a baseline we place $d$ sensors at random $A_{rand}$ and compute $G(A_{rand})$. Figure 3 shows our results. The x-axes correspond to the cardinality constraint used during maximization and the y-axes to the information gain obtained by the respective informative subsets. In addition, we report next to the legend the execution time and number of queries needed by the successful experiments.

**Interpretation of results.** H-WHT only works for the Berkeley data. For the other data set it is not able to reconstruct enough Fourier coefficients to provide a meaningful result. The likely reason is that the target set function is not exactly Fourier-sparse, which can cause an excessive amount of collisions in the hashing step. In contrast, CS-WHT is noise-robust and yields sensor placements that are indistinguishable from the ones obtained by maximizing the true objective function in the first task. However, for the California data, CS-WHT times out. In contrast, SSFT and R-WHT work well on both tasks. In the first task, SSFT is on par with CS-WHT in terms of sensor placement quality and significantly faster despite requiring more queries. On the California data, SSFT yields sensor placements of similar quality as the ones obtained by R-WHT while requiring orders of magnitude fewer queries and time.

### 5.2 Learning Preference Functions

We now consider a class of preference functions that are used for the cost-effective contamination detection in water networks (Leskovec et al. 2007). The networks stem from the

| $|N|$ | $\alpha$ | queries | time (s) | $k$ | $\|p - p'\|/\|p\|$ |
|------|---------|---------|---------|-----|------------------|
| 20   | SSFT    | 734     | 0.12    | 102 | 0.000143         |
|      | WHT     |         |         |     | $2^6$            |
|      |         |         |         |     | $2^{15}$         |
| 50   | SSFT    | 10K     | 2       | 648 | 0              |
|      | R-WHT   | 1       | 2,103K  | 361 | 3,380            |
|      |         | 2       | 4,192K  | 766 | 2,739            |
|      |         | 4       | 8,370K  | 1,499 | 5,654         |
|      |         | 8       | 16,742K | 2,838 | 9,547         |
| 100  | SSFT    | 70K     | 24      | 2,308 | 0.000546         |
|      | R-WHT   | 1       | 16,544K | 5,014 | 2,997            |
|      |         | 2       | 33,100K | 10,265 | 6,466         |
| 200  | SSFT    | 494K    | 451     | 7,038 | 0              |
|      | R-WHT   | 1       | 1,644K  | 2,368 | 16,979           |
| 400  | SSFT    | 3,859K  | 7,654   | 28,121 | 0              |
| 500  | SSFT    | 7,218K  | 17,693  | 38,471 | 0              |

Battle of Water Sensor Networks (BSWN) challenge (Ostfield et al. 2008). The junctions and pipes of each BSNW network define a graph. Additionally, each BSNW network has dynamic parameters such as time-varying water consumption demand patterns, opening and closing valves, and so on.

To determine a cost-effective subset of sensors (e.g., given a maximum budget), Leskovec et al. (2007) make use of facility locations functions of the form

$$p : 2^N \rightarrow \mathbb{R}; A \mapsto \sum_{\ell=1}^{L} \max_{e \in A} r_{\ell},$$

(25)

where $r$ is a matrix in $\mathbb{R}^{L \times N}$. Each row corresponds to an event (e.g., contamination of the water network at any junction) and the entry $r_{\ell}$ quantifies the utility of the $i$-th sensor in case of the $\ell$-th event. It is straightforward to see that (25) is a preference function with $a = 0$ and $u_{ij} = \sum_{\ell=1}^{L} r_{\ell}$. Thus, they are sparse w.r.t. model 4 and dense w.r.t. WHT (see Lemma 1).

Leskovec et al. (2007) determined three different utility matrices $r \in \mathbb{R}^{L \times N}$ that take into account the fraction of events detected, the detection time, and the population affected, respectively. The matrices were obtained by costly simulating millions of possible contamination events in a 48 hour timeframe. For our experiments we select one of the utility matrices and obtain subnetworks by selecting the columns that provide the maximum utility, i.e., we select the $|N| = n$ columns $j$ with the largest $\max_{\ell} r_{\ell j}$.

In Table 2 we compare the sparsity of the corresponding facility locations function in model 4 against its sparsity in the WHT. For $|N| = 20$, we compute the full WHT and select the $k$ largest coefficients. For $|N| > 20$, we compute the $k$ largest WHT coefficients using R-WHT. The model 4 coefficients are always computed using SSFT. If the facility locations
function is $k$ sparse w.r.t. model 4 for some $|N| = n$, we set the expected sparsity parameter of R-WHT to different multiples $\alpha k$ up to the first $\alpha$ for which the algorithm runs out of memory. We report the number of queries, time, number of Fourier coefficients $k$, and relative reconstruction error. For R-WHT experiments that require less than one hour we report average results over 10 runs (indicated by italic font). For $|N| > 20$, the relative error cannot be computed exactly and thus is obtained by sampling 100,000 sets $A$ uniformly at random and computing $\|p_A - p'_A\|/\|p_A\|$, where $p$ denotes the real facility locations function and $p'$ the estimate.

**Interpretation of results.** The considered facility locations functions are indeed sparse w.r.t. model 4 and dense w.r.t. the WHT. As expected, SSFT outperforms R-WHT in this scenario, which can be seen by the lower number of queries, reduced time, and an error of exactly zero for the SSFT. This experiment shows certain classes of set functions of practical relevance are better represented in the model 4 basis than in the WHT basis.

### 5.3 Preference Elicitation in Auctions

In combinatorial auctions a set of goods $N = \{x_1, \ldots, x_n\}$ is auctioned to a set of $m$ bidders. Each bidder $j$ is modeled as a set function $b_j : 2^N \rightarrow \mathbb{R}$ that maps each bundle of goods to its subjective value for this bidder. The problem of learning bidder valuation functions from queries is known as the preference elicitation problem (Brero, Lubin, and Seuken 2019). Our experiment sketches an approach under the assumption of Fourier sparsity.

As common in this field, we resort to simulated bidders. Specifically, we use the multi-region valuation model (MRVM) from the spectrum auctions test suite (Weiss, Lunders, and Seuken 2017). In MRVM, 98 goods are auctioned off to 10 bidders of different types (3 local, 4 regional, and 3 national). We learn these bidders using the prior Fourier-sparse learning algorithms, this time including SSFT+, but excluding CS-WHT, since $P$ is not known in this scenario. Table 3 shows the results: means and standard deviations of the number of queries required, number of Fourier coefficients recovered, and relative error (estimated using 10,000 samples) taken over the bidder types and 25 runs.

**Interpretation of results.** First, we note that SSFT+ can indeed improve over SSFT for set functions that are relevant in practice. Namely, SSFT+ consistently learns sparse representations for local and regional bidders, while SSFT fails. H-WHT also achieves perfect reconstruction for local and regional bidders. For the remaining bidders none of the methods achieve perfect reconstruction, which indicates that those bidders do not admit a sparse representation. Second, we observe that, for the local and regional bidders, in the non-orthogonal model 4 basis only half as many coefficients are required as in the WHT basis. Third, SSFT+ requires less queries than H-WHT in the Fourier-sparse cases.

### 6 Conclusion

We introduced an algorithm for learning set functions that are sparse with respect to various generalized, non-orthogonal Fourier bases. In doing so, our work significantly expands the set of efficiently learnable set functions. As we explained, the new notions of sparsity connect well with preference functions in recommender systems and the notions of complementarity and substitutability, which we consider an exciting avenue for future research.
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