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Abstract

The task of audio-visual sound source localization has been well studied under constrained scenes, where the audio recordings are clean. However, in real-world scenarios, audios are usually contaminated by off-screen sound and background noise. They will interfere with the procedure of identifying desired sources and building visual-sound connections, making previous studies non-applicable. In this work, we propose the Interference Eraser (IEr) framework, which tackles the problem of audio-visual sound source localization in the wild. The key idea is to eliminate the interference by redefining and carving discriminative audio representations. Specifically, we observe that the previous practice of learning only a single audio representation is insufficient due to the additive nature of audio signals. We thus extend the audio representation with our Audio-Instance-Identifier module, which clearly distinguishes sounding instances when audio signals of different volumes are unevenly mixed. Then we erase the influence of the audible but off-screen sounds and the silent but visible objects by a Cross-modal Referrer module with cross-modality distillation. Quantitative and qualitative evaluations demonstrate that our proposed framework achieves superior results on sound localization tasks, especially under real-world scenarios. Code is available at https://github.com/alvinliu0/Visual-Sound-Localization-in-the-Wild.

1 Introduction

Humans can grasp the relevance between audio and visual information by leveraging their natural correspondences (Proulx et al. 2014; Stein and Meredith 1993). Even for an in-the-wild scenario as shown in Fig. 1, humans are able to distinguish the sounding objects despite the background sound and noises. In order for machines to achieve human-like multi-modality perception, researchers have explored the task of visual sound source localization (Zhao et al. 2018; Senocak et al. 2018; Hu et al. 2020; Qian et al. 2020), which aims at localizing the objects that produce sound in an image given its corresponding audio clip.

With the recent development of neural networks, studies have firstly been made on learning audio-visual correspondences towards associating sound and visual objects. They propose to optimize the similarity between audio and visual features according to spatial-level correspondences or temporal synchronization. Such pipeline effectively detects sound sources in scenarios with single sound source (Arandjelovic and Zisserman 2017, 2018; Owens and Efros 2018; Senocak et al. 2018). However, models learned under such settings cannot generalize well to mixed sound scenes. To further improve the model’s capacity, fine-grained audio-visual components are leveraged to establish sound-object associations for multiple sound source localization. Qian et al. (2020) propose to solve the problem in a coarse-to-fine manner. But it relies on audio class labels, which are sometimes inaccessible. Hu et al. (2020) design a two-stage pipeline to transfer single-sound prior to multi-sound cases and suppress the influence of silent objects. Nevertheless, they care less about the interference in audios, thus confining the applicable scenarios to clean environments.

The interference in audio is caused by the additive nature of audio signals. When the audio clip is a mixture of different sources and noise, several challenges occur: 1) In the localization task, sound sources of different volumes should be evenly identified. However, machines tend to distinguish only a few dominant sounds from a mixture as demonstrated by Phan et al. (2017); Adavanne et al. (2018). Thus the
normal practice of previous studies (Arandjelovic and Zisserman 2017, 2018; Qian et al. 2020; Hu et al. 2020) to learn a single audio embedding is not enough for such complicated scenarios. More distinguishable representations are needed. 2) The undesired off-screen sound and background noise will be evenly taken into account during audio encoding, which might compromise the procedure of audio-visual modality matching.

In this paper, we propose a label-free method targeting in-the-wild visual sound localization called Interference Eraser (IER). The key idea is to eliminate the interference by redefining and carving discriminative audio representations. We regard volume differences between mixed sound sources, audible but off-screen sounds, and visible but silent objects as interference in the task of visual sound localization. In order to erase them, two questions need to be addressed: 1) How to identify audio instances regardless of their volume? 2) How to match the visible and sounding instances from the two modalities?

Specifically, we first build audio and visual prototypes in the feature space through learning the traditional single-source audio-visual correspondences (Arandjelovic and Zisserman 2018). The prototypes are the centroid features of each clustered category, which are responsible for recognizing individual instances in the absence of label information. For the case of mixed sound sources, we design an Audio-Instance-Identifier module to evenly identify all sounding instances by learning a latent step for each prototype to compensate for the mixture’s differences in volumes. In this way, we expand the audio representation from a single feature to a set of features, each taking care of one sounding category. At the second stage, we propose the Cross-modal Referrer that particularly targets the off-screen interference. The confidence score of all cluster-classes are transformed to class distributions for both domains, and we particularly focus on erasing the interference on the distributions by cross-referring the two modalities. Finally, the predicted distributions on all clustered categories from both modalities serve as soft targets for each other to perform cross distillation.

Our contributions are summarized as follows:

• We design the Audio-Instance-Identifier module which erases the influence of sound volume in uneven audio mixtures for discriminative audio perception.

• We devise the Cross-modal Referrer module to symmetrically erase the interference of silent but visible objects and audible but off-screen sounds.

• Through cross-modal distillation learning, our proposed Interference Eraser remarkably outperforms the state-of-the-art methods in terms of sound localization for both synthetic and in-the-wild audio-visual scenes.

2 Related Work

Audio-Visual Correspondence Learning. The correspondence between co-occurring modalities, e.g., audio and vision, provides natural and expressive self-supervision for representation learning in multi-modal scenarios (Korbar, Tran, and Torresani 2018; Aytar, Vondrick, and Torralba 2016; Tian et al. 2018; Zhou et al. 2019b,a, 2021). Recent works (Alwassel et al. 2019; Patrick et al. 2020) use temporal consistency as a self-supervisory signal to facilitate audio-visual learning. Typically, Arandjelovic and Zisserman (2018) calculate the similarity between global audio embedding and visual features of each spatial grid to generate audio-visual correlation maps. Zhao et al. (2018, 2019) employ audio-visual consistency to align channel-wise cross-modal distributions, then leverage the learned representation for source sound separation. However, most previous works are performed in single-source settings. In real-world scenarios with multiple sources, as proved in previous works on sound separation (Tzinis et al. 2021; Gao and Grauman 2019; Gan et al. 2020; Pu et al. 2017), the audio prediction could be quite unbalanced, which affects the mapping between audio and visual modality. In this work, we focus on in-the-wild scenes.

Visual Sound Source Localization. Visually localizing sound source aims to figure out specific sounding area in the visual scene given a clip of audio, and can be achieved in various ways (Arandjelovic and Zisserman 2018; Chen et al. 2021; Lin et al. 2021; Zhou et al. 2020; Xu et al. 2021; Tian, Hu, and Xu 2021; Tian and Xu 2021; Afouras et al. 2020). For example, Arandjelovic and Zisserman (2018); Owens and Efros (2018) perform sound localization by measuring similarity between audio embedding and visual features on spatial area. Senocak et al. (2018) develop audio-guided attention mechanisms to refine audio-related visual features and improve cross-modal alignment. In complex scenes, Zhao et al. (2018) introduce sound separation as a pretext task to perform visual grounding through channel correlation. Particularly, Qian et al. (2020) target multi-source scenes by adopting category prior to associate one-to-one sound-object pairs. One most recent work (Hu et al. 2020) proposes to discriminatively localize sounding objects via category-level audio-visual distribution alignment. Specifically, it first trains audio-visual correspondence in single-source scenes, then directly transfers to mixed sound cases for audio-visual matching. However, the quite unbalanced audio mixture and off-screen sound in multi-source scenarios impose great challenges to previous works. Alternatively, we develop the Interference Eraser to achieve robust mixed sound perception and filter out interference.

3 Method

In this section, we introduce the details of our Interference Eraser (IER) for label-free visual sound localization. The whole pipeline is illustrated in Fig. 3. Below we first illustrate the first-stage learning: audio-visual prototype extraction by single-source audio-visual learning (Sec. 3.1), and the Audio-Instance-Identifier with a curriculum learning scheme for mixed-audio instance discrimination (Sec. 3.2). Then, we introduce the second-stage learning, i.e., Cross-modal Referrer (Sec. 3.3) to perform in-the-wild scene training and distribution matching for robust sound localization.

Notably, the training videos are denoted as $\mathcal{X} = \{(a_i, v_i)\}_{i = 1, 2, ..., N}$, where $N$ is the number of videos and $(a_i, v_i)$ is the $i$-th audio-visual pair. $\mathcal{X}$ can be divided into two disjoint subsets: $\mathcal{X}^a = \{(a_i^s, v_i^s)\}_{i = 1, 2, ..., N}$, and $\mathcal{X}^v = \{(a_i^v, v_i^v)\}_{i = 1, 2, ..., N}$.
1, 2, ..., \( N^a \) consisting of \( N^a \) single source videos and \( \mathcal{X}^a = \{ (a^i, v^i)^n \} | i = 1, 2, ..., n^a \) consisting of \( n^a \) unconstrained in-the-wild videos. The first stage training is conducted on \( \mathcal{X}^a \), and the second stage is conducted on \( \mathcal{X}^v \).

### 3.1 Audio-Visual Prototype Extraction

Towards localizing sound-making objects, the first step is to associate the visual appearance of objects with their sound. While visual instances can be divided spatially, audio signals are naturally mixed together in real-world scenarios. Moreover, no label information can be leveraged in our setting. In order to discriminate different instances from a mixture, representations of each possible sounding category need to be identified.

To this end, our first step is to perform the traditional instance-level feature correspondence learning on the single source subset \( \mathcal{X}^a \) (Arandjelovic and Zisserman 2018; Zhao et al. 2018) and find the latent representatives for each class in the feature space, namely the **prototypes** in the same way as (Hu et al. 2020).

#### Single Source Audio-Visual Learning

As illustrated in Fig. 2, we employ the variants of ResNet-18 (He et al. 2016) as visual and audio backbones to extract visual feature map \( f^v \in \mathbb{R}^{H \times W \times C} \) and the audio feature \( f^a \in \mathbb{R}^C \) from \( \mathcal{X}^a \). The cosine similarity between \( f^a \) and each positional feature \( f^{v(x, y)} \) of \( f^v \) are used to present an audio-visual association map (localization map) \( l(f^v, f^a) \in \mathbb{R}^{H \times W} \). The training is through contrastively positive and negative pair sampling:

\[
\mathcal{L}_{av} = \mathcal{L}_{bce}(\text{GMP}(l(f^v, f^a)), \delta),
\]

where GMP denotes Global Max Pooling, \( \mathcal{L}_{bce} \) is binary cross-entropy loss function and \( \delta \) indicates whether \( f^a \) and \( f^v \) are extracted from the same video, i.e., \( \delta = 1 \) when \( i = j \), otherwise \( \delta = 0 \).

#### Embedding Prototypes

As visual appearances of different objects are comparatively easier to learn, the categories can be roughly defined through deep clustering (Caron et al. 2018; Alwassel et al. 2019) the visual object features extracted from \( \mathcal{X}^a \). We manually set a large cluster number and finally settle a total number of \( K \) categories. The visual prototype \( \mathcal{P}^a_k \in \mathbb{R}^C \) is defined as the centroid for the \( j \)-th class in the feature space. All visual prototypes can be represented as \( \mathcal{P}^a \in \mathbb{R}^{K \times C} \).

On the other hand, the pseudo-class labels can be automatically assigned to the video’s accompany audios. Thus the audio prototypes \( \mathcal{P}^a \in \mathbb{R}^{K \times C} \) can be identified in the same way as visual ones. In this way, a pseudo-class \( k \) can be assigned to each single source audio-visual data pair \( (a^i_k, v^i_k) \) in \( \mathcal{X}^a \).

### 3.2 Audio-Instance-Identifier

As stated before, localizing sounding objects in multi-source scenes requires identifying each object. Even with the prototypes learned, one embedded feature from a mixture of audios can not be similar to all prototypes, thus limits the feature’s capacity to identify all instances. Particularly in an audio mixture with different volumes, the dominant sound might severely interfere with the audio discrimination.

To accurately identify different sounding components, we propose the Audio-Instance-Identifier module which expands the audio representation. The key is to learn a **Distinguishing-step** for each prototype in a curriculum manner as shown in the right part of Fig. 2.

#### Learning the Distinguishing-step

Inspired by research in sound source separation (Zhao et al. 2018; Gao and Grauman 2019), we propose to manually mix single sources together as input and aim at recognizing them individually. We denote the pseudo label for an single audio clip \( a^i_k \) as \( Y^i_k \in \mathbb{R}^K \) whose \( k \)-th element \( Y^i_k = 1 \) and others \( Y^i_n = 0 \) when \( n \neq k \). By mixing the \( i \)-th audio clip \( a^i_k \) with pseudo-class \( k \) and the \( j \)-th clip \( a^j_q \) with pseudo-class \( q(q \neq k) \) together, a mixture \( a_{ij} \) with pseudo label \( Y_{ij} = Y_i + Y_j \) can be rendered.
In order to erase the interference of volume difference and identify all sounding categories, we propose to learn a set of distinguishing-steps \( \Delta^v(a) \in \mathbb{R}^{K \times C} \) towards each prototype \( \mathcal{P}^n_a \) from the input audio. The motivation is to compensate for the amplitude information in the feature space. For example, as shown in Fig. 2, in the two-mix case listed above, when the learned feature \( f^a_{ij} \) is too close to the dominant \( \mathcal{P}^q_b \) but far away from \( \mathcal{P}^n_a \), the desired \( \Delta^v(a_{ij}) \) should be a large step towards \( \mathcal{P}^n_a \) while \( \Delta^k(a_{ij}) \) is a smaller step towards \( \mathcal{P}^k_b \). We can formulate a binary classification problem for each pseudo-class:

\[
\mathcal{L}_p^m = \frac{1}{K} \sum_{n=1}^{K} \mathcal{L}_{bce}(\text{sim}(\mathcal{P}^n_a, f^a_{ij} + \Delta^v(a)), y^v_{ij}). \tag{2}
\]

where \( \text{sim}(f_1, f_2) \) is the cosine similarity function defined as \( \text{sim}(f_1, f_2) = \frac{f_1 \cdot f_2}{||f_1||_2 ||f_2||_2} \). It can be seen that this distinguishing-step also helps to relabel from the non-existent audio instances’ prototypes by predicting a step to the reverse direction of \( \mathcal{P}^n_m \) \((m \neq q, k)\) as shown in Fig. 2.

Particularly, distinguishing-step is not directly learned from high-level feature \( f^a_{ij} \). It is verified that mid-level features can capture more fine-grained information (Yosinski et al. 2014; Lin et al. 2017; Zou et al. 2020), thus we employ the weighted combination of linearly transformed mid-level features (shown in Fig. 2) to make prediction\(^2\).

**Curriculum Learning Strategy.** We develop a curriculum learning strategy for the training process of the Audio-Instance-Identifier. Detailely, we choose to alternatively train on single-source data without the discriminating-step and mixed sound with \( \mathcal{L}_p^m \) (Eq. 2). In each epoch, a proportion of \( p \leq 1 \) samples are mixed ones. \( p \) is initialized as 0.5 and gradually increases to 0.9 at the end of training. While Eq. 2 shows only a two-mix case, it can be expanded to cases with 3 or more mixtures. The number of mixtures is set as 2 at first and gradually increases to 4 during the training process. As the audio backbone is keeping updated, the audio prototypes are re-computed at the beginning of each epoch.

### 3.3 Cross-modal Referrer

At the second stage, we move to real-world multi-source scenarios, where the training and inference are carried out on \( \mathcal{P}^m_a \). Normally, the localization map on general scenes can be calculated in the same way as learning audio-visual correspondences, that is, to directly encode the audio feature \( f^a \) from a mixed audio \( a^u \), and compute cosine similarities \( l(f^a, f^v) \) on the visual feature map \( f^v \) (Sec. 3.1). However, this operation will suffer from the same uneven audio feature encoding problem as stated in Sec. 3.2.

Thus, we propose the Cross-modal Referrer as shown in Fig 3. It first identifies the audio-visual instances, and then predicts the class-aware audio-visual localization maps where visual interference is erased by referring to our updated audio representation. Afterwards, we leverage the acquired localization map to erase the audio interference and compute the category distributions of both audio and visual domains. Finally, a cross-modal distillation loss is used to facilitate better cross-modality matching.

**Class-Aware Audio-Visual Localization Maps.** Given an input image with the visual prototypes \( \mathcal{P}^v \), it is easy for us to find all potential sound-making objects by computing the visual localization map for the category \( k \) as \( L^v_k = l(f^v, P^v_k), L^v_k \in \mathbb{R}^{H \times W} \). However, within the \( L^v \)'s, there might be responses on silent but visible object’s map \( L^n_v \), thus we refer to the audio domain.

We suppose the audio clip \( a^v \) accompanies \( v^u \) is a mixture of sources including an off-screen sound \( a_j \). Its feature \( f^a \) together with its distinguishing-steps \( \Delta(a) = [\Delta^1(a), \ldots, \Delta^K(a)] \) for each pseudo class can be computed as illustrated in Sec. 3.2. The audio feature can be expanded...
to a set of class-specific features $F_k^a = f^a + \Delta^k(a)$. Then we can predict the class-aware audio-visual localization maps by associating the class-specific audio features $f^a$ with the visual feature map $f^v$ again, then mask it by the class-specific visual localization maps $L^v$. It is computed as $L_k^v = l(f^v, F_k^a)k$ for each class $k$, where $\cdot$ is the element-wise matrix multiplication. As there would be little responses on the silent object $m$ for $l(f^v, F_m^a)k$, the interference of $m$ is thus suppressed. This whole operation is marked as the Silent Object Filter on Fig. 3. Note that these class-aware audio-visual localization maps (AVMaps) are also the desired output of IER system during inference.

**Acquiring Audio-Visual Distribution.** Besides acquiring the audio-visual localization maps (AVMaps), we can also predict the on-screen objects’ distributions on the pseudo-classes. The way is to perform global average pooling (GAP) on each AVMap as a rough accumulation of the class’s response. Then use a softmax function to regularize all responses on each class. This visual-guided distribution can be written as:

$$p^av = \text{softmax}([\text{GAP}(L^av_1), \ldots, \text{GAP}(L^av_K)]) \text{.}$$

(3)

On the other hand, we can also compute the audio-appearing probability for each pseudo-class as cosine similarity between the audio prototype and class-specific audio features $p_k^a = \text{sim}(P_k^a, F_k^a)$. However, the off-screen sound $a_j$ might interfere with the final on-screen sound distribution prediction. To erase this interference, we refer to the help of visual localization maps $L^v$. Specifically, we first binarize each visual localization map $L_k^v$ to a class-specific binary mask $mK$ by setting a threshold. This is to suppress noisy peaks in $L_k^v$. Then we leverage the global average-pooled binary mask $\text{GAP}(mK)$ to accounts for the portion of this instance in the visual domain. Thus the visual-associated audio-appearing probability on class $k$ can be written as:

$$p_k^av = \frac{\text{GAP}(mK) \cdot p_k^a}{\sum_{k=1}^{K} \text{GAP}(mK) \cdot p_k^a} \text{.}$$

(4)

After this operation, the influence of off-screen sound $a_j$ can be erased, as the reference visual contribution of its corresponding class would be subtle. This whole operation is marked as the Off-screen Noise Filter on Fig. 3. The audio-guided class distribution can then be computed as:

$$p^av = \text{softmax}([p^av_1, \ldots, p^av_K]) \text{.}$$

(5)

Notably, the visual size of objects does not necessarily connect with the volume of their sound. Thus this cross-modal referring operation on the audio distribution not only erase off-screen sounds but also modulate the audio subject’s probability according to its visual size, which would be beneficial to cross-modality distribution matching.

**Cross-Modal Distillation.** Finally, given the class distributions $p^av$ and $p^av$, which are guided by the visual and audio modalities respectively, we can regard one of them as soft targets in the formulation of knowledge distillation (Hinton, Vinyals, and Dean 2015). Substantially, it is to leverage the Kullback–Leibler divergence $D_{KL}$ for similarity measurement between the two distributions. This additional training objective for in-the-wild scene is:

$$L_u = \frac{1}{2}D_{KL}(p^{av}||p^{av}) + \frac{1}{2}D_{KL}(p^{av}||p^{av}). \text{ (6)}$$

## 4 Experiments

### 4.1 Dataset

**MUSIC (Synthetic)** MUSIC dataset (Zhao et al. 2018) covers 11 types of instruments. Since some YouTube videos have been removed, we collect 489 solo and 141 duet videos. Following (Hu et al. 2020), we employ half of the solo data to form $\mathcal{X}^s$, with the other half to synthesize $\mathcal{X}^u$. Specifically, we use the first five/two videos of each category in solo/duet to evaluate localization performance and employ the rest videos to generate MUSIC-Synthetic (Hu et al. 2020) as well as MUSIC-Unconstrained.

**VGGSound** VGGSound dataset (Vedaldi et al. 2020) consists of more than 210k single-sound videos, covering 310 categories. For better evaluation, we filter out a subset of 98 categories with specific sounding objects that can be localized. Similarly, we use half of the data for single-sound and the other half for synthesizing VGG-Synthetic. We finally obtain 28,756 videos for training and 2,787 for evaluation. This subset is very suitable for class-aware sound localization and also provides diverse challenging scenarios.

**Unconstrained-Synthetic** Since most samples in two datasets do not simultaneously contain the aforementioned interference, they fail to fully reflect the difficulty of in-the-wild scenarios. To better validate sound localization in general scenes, we establish two challenging datasets called MUSIC-Unconstrained and VGG-Unconstrained. For each
synthetic audio-visual pair, the image contains two sounding and two silent objects, and the audio is a mixture of on-screen and randomly chosen off-screen audio clips. In this way, the Unconstrained dataset simulates in-the-wild scenes with visible but silent objects and off-screen noise.

4.2 Experimental Settings

Comparing Baselines. We compare our model with the following methods: Object-that-sound (Arandjelovic and Zisserman 2018) which optimizes similarity between audio embedding and spatial visual features; Sound-of-pixel (Zhao et al. 2018) that establishes channel-wise audio-visual correlation by training sound separation. (Qian et al. 2020) requires audio category prior to discriminate multiple sounds, which is different from our setting, so we do not make comparison. Particularly, we compare with the SOTA DSOL (Hu et al. 2020), which also learns object representation from single-sound data and then expands to complex cases.

Since we focus on visual sound localization without labels, where all classes are cluster-based pseudo ones. So we do not compare with other mixed audio perception methods.

Evaluation Metrics. For the multi-modal prototype extraction, we use Normalized Mutual Information (NMI) between cluster assignments and category labels to measure the discrimination of audio-visual backbones. To validate model’s ability in challenging mixed sound perception, following (Vedaldi et al. 2020), mean Average Precision (mAP) is adopted to evaluate audio classification performance. Besides, we adopt Precision (Prec.) and Recall (Rec.) of multilabel classification for more detailed analysis.

For sound localization, we use Intersection over Union (IoU) and Area Under Curve (AUC) (Senocak et al. 2018) for single-sound scene evaluation and adopt Class-aware IoU (Clou) (Hu et al. 2020) for in-the-wild localization:

\[
\text{Clou} = \frac{\sum_{i=1}^{K} \mathcal{Y}^{m}(t) \text{IoU}_{i}}{\sum_{i=1}^{K} \mathcal{Y}^{m}(t)},
\]

where \(\mathcal{Y}^{m}(t)\) is the pseudo-label for the \(t\)-th category and \(\text{IoU}_{i}\) is calculated based on the predicted sounding object area and annotated bounding box for the \(t\)-th class.

Implementation Details. We split videos in each dataset into non-overlapped 1-second clips to form audio-visual pairs. Concretely, we sample audio at 16kHz with window length of 160ms, hop length of 80ms and transform it into log-mel spectrograms with 64 frequency bins. For visual stream, we randomly sample a frame from each clip and resize it into 256×256, then randomly/ceter crop into 224×224 for training/evaluation. The model is trained by Adam optimizer with learning rate \(10^{-4}\). For evaluation, we use Faster RCNN (Ren et al. 2015) to detect bounding box as reference. We aggregate cluster assignments to category labels to class-specifically measure localization performance.

4.3 Quantitative Analysis

Single Sound Localization. We first analyze the quantitative result of single-sound localization. As shown in Table 1(a), our IER framework outperforms existing methods on both MUSIC and VGGSound datasets. Considering that there still exists noise in single-sound data and not all audio-visual pairs are clean, such superiority indicates the Audio-Instance-Identifier trained on mixed audio improves the robustness and discrimination of extracted audio embedding.

4.4 Qualitative Analysis

Besides the quantitative analysis, we compare visualization results for class-specific sound localization and perceived in-the-scene audio distribution of different methods in Fig. 4. Note that Object-that-sound (Arandjelovic and Zisserman 2018) is only applicable to single-sound cases, we do not present their results. For in-the-wild scene in the right part of Fig. 4, Sound-of-pixel (Zhao et al. 2018) cannot identify the exact location of objects and fails to filter out silent objects or suppress off-screen sound. This is because it requires clean data for the pretext task training and has difficulty adapting to noisy cases. The audio perception of DSOL (Hu et al. 2020) is quite unbalanced and dominated by the dog barking, which makes it only manage to localize the dog while treating the talking person as silent. On the contrary, with the help of two key modules, our method achieves balanced audio perception as well as off-screen sound erasing. Besides, the proposed framework can precisely localize objects in a class-aware manner and filter out silent ones.

4.5 Ablation Study

Audio-Instance-Identifier. To quantify the efficacy of Audio-Instance-Identifier with curriculum learning strategy, we present the ablation study results in terms of NMI between cluster assignments and category labels as well as multi-label audio classification in Table 2. It indicates that Audio-Instance-Identifier leads to improvement over all metrics. The significant gain in recall reveals that this module helps to avoid neglecting non-dominant sounds and balance audio perception. Besides, curriculum learning strategy further improves performance since it provides the model with effectively arranged audio samples to enhance the robustness to noise and the expressiveness of prototypes.

Cross-modal Referrer. Table 3 shows the ablative results on two sub-modules of Cross-modal Referrer. The results demonstrate that it is necessary to erase interference in both modalities. That is, either off-screen sound or visible but
**Figure 4:** Comparison of sound localization and audio perception between different methods. In class-specific localization maps, the green boxes are sounding objects, the red boxes indicate visible but silent objects. And the histogram represents perceived audio distribution, the green columns indicate in-the-scene sounds, the red column means silent category, and the blue column means off-screen sound that is expected to be suppressed. More qualitative results can be found in demo video.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MUSIC</th>
<th>VGGSound</th>
</tr>
</thead>
<tbody>
<tr>
<td>w/o Audio-Instance-Identifier</td>
<td>NMI: 0.692, Prec.: 0.372, Rec.: 0.335, mAP: 0.355</td>
<td>NMI: 0.410, Prec.: 0.218, Rec.: 0.076, mAP: 0.189</td>
</tr>
<tr>
<td>Audio-Instance-Identifier w/o curriculum</td>
<td>NMI: 0.758, Prec.: 0.441, Rec.: 0.489, mAP: 0.403</td>
<td>NMI: 0.414, Prec.: 0.298, Rec.: 0.160, mAP: 0.231</td>
</tr>
<tr>
<td>Audio-Instance-Identifier w/ curriculum</td>
<td>NMI: 0.809, Prec.: 0.461, Rec.: 0.715, mAP: 0.433</td>
<td>NMI: 0.436, Prec.: 0.346, Rec.: 0.232, mAP: 0.283</td>
</tr>
</tbody>
</table>

Table 2: Ablation study on Audio-Instance-Identifier with curriculum learning strategy in terms of NMI and multi-label audio classification. We empirically set the threshold as 0.5 when calculating Prec. and Rec.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MUSIC-Un.</th>
<th>VGG-Un.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Silent.</td>
<td>Off-Screen.</td>
<td>Cl@U AUC</td>
</tr>
<tr>
<td>✔️</td>
<td>✔️</td>
<td>2.7 6.9 5.9 10.2</td>
</tr>
<tr>
<td>✔️</td>
<td>✔️</td>
<td>4.6 9.5 7.2 14.1</td>
</tr>
<tr>
<td>✔️</td>
<td>✔️</td>
<td>5.1 10.8 7.8 13.9</td>
</tr>
<tr>
<td>✔️ ✔️</td>
<td>✔️ ✔️</td>
<td>15.6 15.3 12.8 17.6</td>
</tr>
</tbody>
</table>

Table 3: Ablation study on Silent Object Filter and Off-Screen Noise Filter for MUSIC-Un. and VGG-Un.

<table>
<thead>
<tr>
<th>Dataset</th>
<th>MUSIC-Syn.</th>
<th>VGG-Un.</th>
</tr>
</thead>
<tbody>
<tr>
<td>AII. CMR.</td>
<td>Cl@U AUC</td>
<td>Cl@U AUC</td>
</tr>
<tr>
<td>✔️ ✔️</td>
<td>0.2 6.8 3.1 7.8</td>
<td></td>
</tr>
<tr>
<td>✔️ ✔️</td>
<td>12.8 11.1 5.9 10.2</td>
<td></td>
</tr>
<tr>
<td>✔️ ✔️</td>
<td>29.5 22.3 6.9 13.5</td>
<td></td>
</tr>
<tr>
<td>✔️ ✔️</td>
<td>47.6 29.8 12.8 17.6</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Ablative experiments on Audio-Instance-Identifier (AII.) and Cross-modal Referrer (CMR.).

Silent objects introduce severe interference for audio-visual correspondence learning and corrupt sound localization. The overall ablation study of Audio-Instance-Identifier and Cross-modal Referrer is shown in Table 4, verifying that both modules are crucial for in-the-wild sound localization.

5 Conclusion

In this work, we introduce a novel framework Interference Eraser (IEr) to enhance robust visual sound localization for in-the-wild scenes. We identify the two strengths of our method: 1) Our proposed Audio-Instance-Identifier learns the distinguishing-step to achieve volume agnostic mixed sound perception, which erases the interference of uneven sound mixtures. 2) We propose the Cross-modal Referrer to eliminate the interference of visible but silent objects and audible but off-screen sounds. Extensive experiments demonstrate the superiority of our proposed method for sound localization, particularly for in-the-wild scenarios.
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