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Fig. 1: Few-shot UI2I translation and FSCD object detection results with Normal-to-Foggy and Day-to-Night.

Abstract
Unsupervised image-to-image (UI2I) translation methods aim to learn a mapping between different visual domains with well-preserved content and consistent structure. It has been proven that the generated images are quite useful for enhancing the performance of computer vision tasks like object detection in a different domain with distribution discrepancies. Current methods require large amounts of images in both source and target domains for successful translation. However, data collection and annotations in many scenarios are infeasible or even impossible. In this paper, we propose an Object-Aware Few-Shot UI2I Translation (OA-FSUI2IT) framework to address the few-shot cross domain (FSCD) object detection task with limited unlabeled images in the target domain. To this end, we first introduce a discriminator augmentation (DA) module into the OA-FSUI2IT framework for successful few-shot UI2I translation. Then, we present a patch pyramid contrastive learning (PPCL) strategy to further improve the quality of the generated images. Last, we propose a self-supervised content-consistency (SSCC) loss to enforce the content-consistency in the translation. We implement extensive experiments to demonstrate the effectiveness of our OA-FSUI2IT framework for FSCD object detection and achieve state-of-the-art performance on the benchmarks of Normal-to-Foggy, Day-to-Night, and Cross-scene adaptation. The source code of our proposed method is also available at https://github.com/emdata-ailab/FSCD-Det.

Introduction
Object detection is a fundamental computer vision task. Recent advances of deep learning (Krizhevsky, Sutskever, and Hinton 2012; Simonyan and Zisserman 2014; He et al. 2016) and large amounts of the annotated data (Cordts et al. 2016; Sakaridis, Dai, and Van Gool 2018; Geiger, Lenz, and Urtasun 2012; Yu et al. 2020) propel the fast development of object detection and reach remarkable achievements. However, detection models trained on the source domain may degenerate the performance in a new target domain, due to the domain shift problem (Gopalan, Li, and Chellappa 2011; Patel et al. 2015; Tzeng et al. 2017; Ganin et al. 2016; Doersch and Zisserman 2017) caused by the variances of object appearance, viewpoints, backgrounds, illumination, and weather conditions, etc. In addition, collecting large-scale and diverse datasets with accurate bounding boxes annotations is difficult or even impossible since the labeling process is not only expensive but also time-consuming, and data collection processes in some scenarios are infeasible (Yu et al. 2019; Wang et al. 2019; Zhuang et al. 2020). Serving as an effective solution to bridge the gap of the data distributions between different domains, unsupervised domain adaptation (UDA) (Ganin and Lempitsky 2015; Ganin et al. 2016; Wilson and Cook 2020) is proposed to learn invariant representations explicitly. The learned knowledge
is transferred from the train data domain (source domain) to the test data domain (target domain). Usually, the unsupervised domain adaptation can be classified into three main categories: i) statistics matching; ii) adversarial pixel and feature level adaptation; iii) content-preserving image-to-image translation based data augmentation. In the first category, distributional variations across different domains are mitigated via high-order statistics matching of source and target features with well-designed distribution divergence metrics, i.e., maximum mean discrepancy (MMD) (Tzeng et al. 2014; Long et al. 2015), second-order moment (Sun and Saenko 2016), central moment discrepancy (CMD) (Zellinger et al. 2017). Methods belonged to the second category integrate domain adversarial training into the de facto detector, e.g. Faster R-CNN (Ren et al. 2015), YOLO (Redmon and Farhadi 2017, 2018), SSD (Liu et al. 2016), Mask R-CNN (He et al. 2017). Typically, they attempt to minimize the domain disparity and reach appealing transferability via feature-level and pixel-level alignment (Chen et al. 2018). Methods of third class are built on a common sense that recently emerged conditional generative models (van den Oord et al. 2016; Kingma and Welling 2014; Mirza and Osindero 2014) are effective on image style transfer (Jing et al. 2020) with promising content preservation for data augmentation. Often, they first use unsupervised image-to-image (UI2I) translation techniques (Pang et al. 2021; Liu et al. 2019; Saito, Saenko, and Liu 2020; Chen et al. 2020b; Kim et al. 2019a; Liu, Breuel, and Kautz 2017) to generate images from the source domain (have both large-scale images and annotated labels) to the target domain (only have images but no labels). Next, by transferring the annotations to form the new training dataset in the target domain, developed detection models are capable of training, validation, and testing. For example, Arruda et al. employ CycleGAN (Zhu et al. 2017) to produce nighttime images with the transferred annotated labels as the training dataset in the night domain (Arruda et al. 2019). Then both two-stage and one-stage detectors, i.e., Faster RCNN and YOLO are capable of model training. Evidently, the methods in the third class can also earn benefits from the continuously raising of the universal object detection performance, compared to the previous two categories. However, current UDA-based cross-domain object detection methods can only improve the detection performance with large amounts of data in the target domain. Significant performance degradations are observed for the limited data case. Although collecting more data in the target domain may alleviate the impact of this data-scarce issue, it is non-trivial as effective data acquisitions in some scenarios are infeasible or even impossible. For example, the raindrops splattered on the camera lens may corrupt the images with blurring and scattering vision effects. Consequently, very few usable rainy images can be captured in practice. Hence, imbalance data amounts between the source and target domains may further hinder learning the valuable features and cause UI2I translation and domain adversarial training failures.

In this paper, we solve the few-shot cross-domain (FSCD) object detection task by proposing a novel Object-Aware Few-Shot UI2I Translation (OA-FSUI2IT) network for content-preserving few-shot UI2I translation and use the synthesized images of OA-FSUI2IT network as the training dataset in the target domain for off-the-shelf universal detector training to boost the FSCD detection performance. Our OA-FSUI2IT based FSCD object detection framework consists of two primary components: 1) OA-FSUI2IT network, and 2) de facto detector. First, in the OA-FSUI2IT network, we propose discriminator augmentation (DA) in the target domain to resolve the data imbalance issue and style inadequate problem for successful few-shot UI2I translation. We present the patch pyramid contrastive learning (PPCL) strategy for coherent associations at each specific location and propose self-supervised content consistent (SSCC) loss to further enforce the content preservation performance. Later, for a detector, by transferring the annotations from the source images to the corresponding generated images in the target domain, we can formulate the synthesized labeled training dataset and directly benefit FSCD object detection. To the best of our knowledge, the proposed OA-FSUI2IT based FSCD object detection framework is the first work to successfully resolve the cross-domain detection task in the scenario that only limited unlabeled image data (e.g., only 10 available images) are available in the target domain. We implement extensive experiments to demonstrate the effectiveness of OA-FSUI2IT and achieve state-of-the-art performance on multiple FSCD object detection benchmarks. For example, we reach 43.5 mAP on Normal-to-Foggy (Cityscapes → FoggyCityscapes), 30.5 mAP on Day-to-Night (BDD100k Daytime Clear → BDD100k Nighttime Clear), 26.3 mAP on Cross scene adaption (Kitti → Cityscapes). In a nutshell, the main contributions of this pa-

![Fig. 2: Overview of the FSCD object detection framework.](image-url)
per are summarized as follows:
1. We propose a novel OA-FSUI2IT framework to address the FSCD object detection task. Up to our best knowledge, this is the first work to address the cross domain detection task successfully with limited unlabeled images in the target domain (e.g., only with 1 or 10 available images).
2. We propose a series of new modules include DA, PPCL, and SSCC into the OA-FSUI2IT framework. These modules work together to alleviate the data imbalance issue and preserve content well for improving FSCD object detection in the target domain.
3. We implement extensive experiments and achieve state-of-the-art performance on multiple FSCD object detection benchmarks (Cityscapes → FoggyCityscapes, BDD100k Daytime Clear→ Nighttime Clear, Kitti → Cityscapes), demonstrating the effectiveness of OA-FSUI2IT framework.

Methods

Problem Formulation

We address the FSCD object detection task with the supposition that we have sufficient source labeled data \( \mathcal{D}_S = \{(x_s^{(i)}, y_s^{(i)})\}_{i=1}^{N_S} \), but inadequate unlabeled data \( \mathcal{D}_T = \{x_t^{(i)}\}_{i=1}^{N_T} \) in the target domain, i.e., \( N_S \gg N_T \). \( x_s^{(i)} \) and \( x_t^{(i)} \) denote the \( i \)-th image in the source and target domain, respectively. \( y_s^{(i)} = (y_{s,s}^{(i)}, y_{s,t}^{(i)}) \) represents the annotations for the \( i \)-th source image, \( x_s^{(i)} \), where \( y_{s,s}^{(i)} \) and \( y_{s,t}^{(i)} \) are the coordinates of bounding box \( b \) and its associated category \( c \), respectively. With only a few images but unknown labels in the target domain, our aim is to generate well content preserved images in the target domain with the learned OA-FSUI2IT network and train the detector with the synthesized image dataset after bounding box annotations transference to achieve promising performance on the test image data in the target domain. Fig. 2 presents the processing overview of our OA-FSUI2IT framework for FSCD object detection.

It is comprised of two main parts: OA-FSUI2IT network and detector. The OA-FSUI2IT network is trained to map a “content” image, \( x_s^{(i)} \), from the source domain to generate an analogous image, \( x_{s \rightarrow t}^{(i)} = G_{s \rightarrow t}(x_s^{(i)}) \), in the target domain, with the input “style” image, \( x_t^{(i)} \). Note that our OA-FSUI2IT is operated in an unsupervised setting without pairing constraints between the source and target domains. Our goal is to learn the style from the target input image, \( x_t^{(i)} \), but preserve the content for the source input image, \( x_s^{(i)} \).

Though only one word different from “Few-Shot Object Detection (FSD)”, FSD focuses on detecting novel-class instances, which is completely unrelated to FSCD.

Preliminary Knowledge

CUT baseline for few-shot UI2I translation. CUT (Park et al. 2020) is built upon the noise contrastive estimation framework (Oord, Li, and Vinyals 2018), uses InfoNCE loss (Gutmann and Hyvärinen 2010) for mutual information maximization for conditional image synthesis, and therefore is capable of associating the input and output data. To simplify the training procedures, reduce the training time and release the cycle-consistency loss constraint, the generator \( G_{s \rightarrow t} \) in CUT is intentionally designed as two sequential components, an encoder \( G_{s \rightarrow t}^{enc} \) and a decoder \( G_{s \rightarrow t}^{dec} \).

As for the \( i \)-th input image from the source domain, \( x_s^{(i)} \), CUT can produce the output image in the target domain as \( x_{s \rightarrow t}^{(i)} = G_{s \rightarrow t}(x_s^{(i)}) = G_{s \rightarrow t}^{dec}(G_{s \rightarrow t}^{enc}(x_s^{(i)})) \). Then, a multi-layer patch-based learning objective is used for content and feature extraction in the specific location of the corresponding input-output patch.

Limitations of CUT. The translation results of CUT suffer from unseen objects in the datasets (Park et al. 2020). This degradation may be further exaggerated when using CUT for few-shot UI2I translation tasks with multiple different scale objects in the scene, as more varieties of the features need to be extracted. Limited data in the target domain would lead to inadequate encoder training and inappropriate feature extraction of the contrastive loss. It further deteriorates the content-preserving capability, and brings about unexpected blurring effects in the translated images, as shown in Fig. 3(a) and (b). Usually, blurring issues may cause detection performance degradation. In addition, the translation results of CUT present a serious inadequate style transfer problem. For example, the CUT attempts to generate erroneous lighting effects in many improper places. As shown in Fig. 3(c) and (d), windows and corners of the buildings are falsely lightened, which are very different from the realistic images in the target domain. Such deviations come from the insufficient training images (e.g., 10 images in this working) in the target domain. We propose OA-FSUI2IT network, with the inspiration of StyleGAN2-Ada (Karras et al. 2020), DiffAugment (Zhao et al. 2020), and self-supervised learning (SSL), to alleviate such limitations that appears in the CUT.

OA-FSUI2IT network

Fig. 4 presents the overall architecture of the OA-FSUI2IT. Discriminator augmentation (DA). GAN relies on the discriminator to produce realistic images in UI2I translation task. Therefore, without sufficient data in both the source and target domain, the discriminator may suffer serious overfitting problem and consequently devastate the generator. We design a discriminator augmentation module in our OA-FSUI2IT network to resolve the data imbalance and discriminator overfitting issues, as shown in Fig. 4. During the training process, we apply augment operations, i.e., \( T \), including pixel blitting (horizontal flip, rotation, integer translation), geometric transformation (isotropic scale, arbitrary rotation, anisotropic scaling, fractional translation), and color transforms (brightness, contrast, luma flip, hue, saturation), on the real input target image, i.e., \( x_t \), and the synthesized image in the target domain, i.e., \( G_{s \rightarrow t}(x_s) \), for
Then passing them through the encoder $G_{\text{enc}}$ and decoder $D_{\text{dec}}$ of our generator outputs corresponding $\hat{x}_{s\rightarrow t}$ and $\hat{T}_{G}(\hat{x}_{s\rightarrow t})$. (3) Then we pairwise pass $\{x_s, P_m(x_s)\}$ and corresponding $\{\hat{x}_{s\rightarrow t}, G_{s\rightarrow t}(P_m(x_s))\}$ through the encoder again to get feature maps and calculate $L_{\text{pp}}$ between them. (4) What’s more, $L_{cc}$ is obtained via the L1 Loss between $\hat{x}_{s\rightarrow t}$ and its reverted transformed image $T_G^{-1}(T_G(\hat{x}_{s\rightarrow t}))$. (5) On the discriminator side, we augment the target image $x_t$ and the generated image $\hat{x}_{s\rightarrow t}$ with the augment operator $T$ controlled by the possibility $p$, feed them to the discriminator and get GAN loss $L_{D_{du}}$.

Fig. 4: Architecture of the OA-FSU12IT network. (1) For an input source image $x_s$, we apply an revertible augmentation transform and get $T_G(x_s)$. Also we acquire a set of pyramid patches $P_m(x_s)$ of different sizes and aspect ratios on this image. (2) Then passing them through the encoder $G_{\text{enc}}$ and decoder $D_{\text{dec}}$ of our generator outputs corresponding $\hat{x}_{s\rightarrow t}$ and $T_G(\hat{x}_{s\rightarrow t})$. (3) Then we pairwise pass $\{x_s, P_m(x_s)\}$ and corresponding $\{\hat{x}_{s\rightarrow t}, G_{s\rightarrow t}(P_m(x_s))\}$ through the encoder again to get feature maps and calculate $L_{\text{pp}}$ between them. (4) What’s more, $L_{cc}$ is obtained via the L1 Loss between $\hat{x}_{s\rightarrow t}$ and its reverted transformed image $T_G^{-1}(T_G(\hat{x}_{s\rightarrow t}))$. (5) On the discriminator side, we augment the target image $x_t$ and the generated image $\hat{x}_{s\rightarrow t}$ with the augment operator $T$ controlled by the possibility $p$, feed them to the discriminator and get GAN loss $L_{D_{du}}$.

Because the style cannot be altered in the augmentation implementing, the augmented images, i.e., $T(x_s)$ and $T(G_{s\rightarrow t}(x_s))$, should own the same styles as their original images, i.e., $x_t$, and $G_{s\rightarrow t}(x_s)$. The adversarial loss in our OA-FSU12IT network with discriminator augmentation module can be expressed as:

\[
\mathcal{L}_{D_{du}} = \mathbb{E}_{x_s \sim \mathcal{X}_S} [f_{D_t}(-D_t(T(x_t)))]
+ \mathbb{E}_{x_s \sim \mathcal{X}_S} [f_{D_t}(-D_t(G_{s\rightarrow t}(x_s)))]
\]

\[
\mathcal{L}_{G_{du}} = \mathbb{E}_{x_s \sim \mathcal{X}_S} [f_{G_{s\rightarrow t}}(-D_t(G_{s\rightarrow t}(x_s)))]
\]

where generator $G_{s\rightarrow t}$ tries to produce images that have similar appearance to the images belonged to the target domain $\mathcal{Y}_T$ and preserve the primary contents with input images from the source domain $\mathcal{X}_S$, while discriminator $D_t$ aims to distinguish the translated samples $G_{s\rightarrow t}(x_s)$ and the real samples $x_t$; $f_{D_t}$ and $f_{G_{s\rightarrow t}}$ are the given loss functions for the discriminator $D_t$ and generator $G_{s\rightarrow t}$.

**Patch pyramid contrastive learning (PPCL).** CUT employs a multilayer, patch-based contrastive learning objective for content sharing on both image and patch levels. However, it fails to ensure the coherent associations for the extracted nearby patches. In addition, CUT only uses a single patch size in the training process. Even the objects belong to the same class usually present multiple different scales. Hence, vallina CUT is not suitable to generate images with multiscale objects and may significantly degrade the performance of the object detector. We propose patch pyramid contrastive learning to resolve this issue. Similar to the anchor boxes used in Faster R-CNN (Ren et al. 2015) and default boxes used in SSD (Liu et al. 2016), we associate a set of pyramid patches of different sizes and aspect ratios at a specific location, illustrated in Fig. 4. We employ PatchPyramidNCE loss to match the corresponding input-output patch pair for each single patch, and the summation of pyramid patches formulate our patch pyramid contrastive loss ($\mathcal{L}_{pp}$), expressed as:

\[
\mathcal{L}_{pp} = \mathbb{E}_{x_s \sim \mathcal{X}_S} \sum_{m=1}^{M} \sum_{l=1}^{L} \sum_{s=1}^{S_{m_l}} \rho(z^{x_s}_{m_1}, z^{x_t}_{m_1}, z^{x_t}_{m_1}^{s})
\]

where $M$ is the number of patch scales in the pyramid set; $L$ is the number of selected layers of interest; $s \in \{1, ..., S_{m_l}\}$, $S_{m_l}$ is the number of selected spatial locations for the $l$-th layer of interest in the $m$-th patch scale; $\{z^{m_1}_{m_l}\}_{m_1=m_1}$ is a stack of features in the $m$-th patch scale, which is produced

---

\(^1\)For abbreviation, we use $x_s$, $x_t$ instead of $x_s^{(i)}$, $x_t^{(i)}$ to denote the image later in this working.
as: \( z_{m=1}^{s} = H^{(i)}(G_{s=t}^{enc}(P_{m}(x_{s}))) \); \( P_{m}(x_{s}) \) is the \( m \)-th patch for the input source image \( x_{s} \); \( H^{(i)} \) is a two-layer MLP network with 256 hidden neurons; \( G_{s=t}^{enc}(\cdot) \) is the output feature map of the \( t \)-th layer of interest; \( \rho(z_{m=1}^{s}, \hat{z}_{m=1}^{s}, z_{m=1}^{s}^{S_{m}}) \) represents the probability of selecting the corresponding “positive” patch, \( z_{m=1}^{s} \), over the non-matching “negative” patches, \( z_{m=1}^{s}^{S_{m}} \), for the query, \( z_{m=1}^{s} \), given by 2:

\[
\rho(z_{m=1}^{s}, \hat{z}_{m=1}^{s}, z_{m=1}^{s}^{S_{m}}) = - \log \left[ \frac{\exp(\frac{z_{m=1}^{s} \cdot \hat{z}_{m=1}^{s}}{\tau})}{\exp(\frac{z_{m=1}^{s} \cdot \hat{z}_{m=1}^{s}}{\tau}) + \sum_{n=1, n \neq m}^{N_C} \exp(\frac{z_{m=1}^{s} \cdot z_{m=1}^{n}^{S_{m}}}{\tau})} \right]
\]

Here, we can refer \( z_{m=1}^{s} \in \mathbb{R}^{C_{m}} \) as the “query” feature; \( \hat{z}_{m=1}^{s} \) is the corresponding “positive” patch, in the encoded output image, as \( \hat{z}_{m=1}^{s} = H^{(i)}(G_{s=t}^{enc}(P_{m}(G_{s=t}(x_{s})))) \); \( z_{m=1}^{s}^{S_{m}} \in \mathbb{R}^{(S_{m} - 1) \times C_{m}} \) is the non-matching “negative” patches; \( C_{m} \) is the number of channels for the \( t \)-th layer in the \( m \)-th patch. **Self-supervised content consistency (SSCC) loss**: We propose to derive supervision signals from the image data itself to further enforce content consistency for our OA-FSUI2IT network, with the inspiration of recent advances in SSL regime. We assume that applying an augment transform pair, \((T_{G}, T_{G}^{-1})\), on the input end and output end, respectively, should not change the synthesized result, i.e., \( G_{s=t}(x_{s}) = T_{G}^{-1}(G_{s=t}(T_{G}(x_{s}))) \). Here, \( T_{G} \) is an reversible augment operation, i.e., flipping, translation, and linear scaling, and \( T_{G}^{-1} \) is its inverse transform. We employ such provenance information to formulate the proxy task to further enforce the content consistency in the translation. We use \( L_{1} \) norm of the two generated images, one without augmentation and another with augment transform, as shown in Fig. 4, to formulate self-supervised content consistency loss \( (L_{cc}) \):

\[
L_{cc} = \frac{1}{N_{T_{G}}} \sum_{k=0}^{N_{T_{G}}} [G_{s=t}(x_{s}) - T_{G}^{-1}(k)(G_{s=t}(T_{G}(x_{s}))))]
\]

where \( T_{G}(k) \) and \( T_{G}^{-1}(k) \) are the \( k \)-th augmenting way, and its inverse transform, respectively; \( G_{s=t} \) is the mapping function; \( x_{s} \) is the input image in the source domain; \( D_{S} \); \( G_{s=t}(x_{s}) \) is the generated image in the target domain, \( D_{T} \); \( N_{T_{G}} \) is the number of augment transformation; and \( T_{G}^{-1}(k)(G_{s=t}(T_{G}(x_{s})))) \) is the generated image in the target domain, \( D_{T} \), with the \( k \)-th augment transform pair. **Full objective.** Finally, we can formulate full objective as:

\[
L = L_{DaS} + \lambda_{pp} L_{pp} + \lambda_{cc} L_{cc}
\]

where \( \lambda_{pp} \) and \( \lambda_{cc} \) are the trade-off factors for the patch pyramid contrastive learning and the self-supervised content-consistent loss, respectively. The generated images should be realistic, while patches in the input and output images should share the correspondence.

**Experiments**

We present implementation details of the OA-FSUI2IT framework for the task of FSCD object detection, and demonstrate its effectiveness on multiple benchmarks. The
training data for OA-FSUI2IT network consists of: i) the source training data with sufficient amounts of images and annotations (bounding boxes and object categories), i.e., \( N_s \) is large enough, and ii) the target training data with limited number of unlabeled images, i.e., \( N_t \) is very small. We set \( N_t = 10 \) throughout the paper. To validate the performance of our OA-FSUI2IT for all few-shot domain shift scenarios, we report the final results of our model as well as the results by combining different modules. To the best of our knowledge, this is the first work to address the cross domain detection with limited unlabeled images in the target domain.

Datasets and Evaluation
Datasets. We evaluate our OA-FSUI2IT framework for FSCD detection task under three scenarios: i) Normal-to-Foggy (Cityscapes \( \rightarrow \) FoggyCityscapes), ii) Day-to-Night (BDD100k Daytime Clear \( \rightarrow \) BDD100k Nighttime Clear), and iii) Cross scene adaptation (Kitti \( \rightarrow \) Cityscapes).

Evaluation metrics. We use Fréchet Inception Distance (FID) (Heusel et al. 2017), precision & recall (Sajjadi et al. 2018), and density & coverage (Naeem et al. 2020), to quantitatively measure the image quality for the synthesized images. We evaluate the detection performance by reporting the mean average precisions (mAP) with a threshold of 0.5 for all experiments, as (Chen et al. 2018).

Implementation Details
To demonstrate the effectiveness of the three proposed modules, we intentionally match the architecture and hyperparameter settings with CUT (Park et al. 2020). We use the generator with 9 residual blocks (Johnson, Alahi, and Fei-Fei 2016), PatchGAN discriminator (Isola et al. 2017), LS-GAN loss (Mao et al. 2017), batch size of 1, and Adam optimizer (Kingma and Ba 2014) with learning rate of 0.002. The parameters \( \lambda_{pp} \) and \( \lambda_{cc} \) are both set to 1.

Experimental results
We conduct experiments and compare our OA-FSUI2IT framework with the state-of-the-art cross-domain detection methods: DAFRCNN (Chen et al. 2018), SWDA (Saito et al. 2019), DDMRL (Kim et al. 2019b), CycleGAN (Zhu et al. 2017), CUT (Park et al. 2020), DCLGAN (Han et al. 2021) and OSHOT (Innocente et al. 2020). Quantitative results of OA-FSUI2IT for the translated images in comparison with
CycleGAN, CUT, and DCLGAN are presented in Tab. 3.

### Normal-to-Foggy:
We achieve the state-of-the-art mAP of 42.3 in this FSCD detection task, as shown in Tab. 1, with remarkable performance gains of 41.0% and 7.1% in comparison to Source Only and CUT baseline. We find OA-FSU12IT network can guide the distribution of generated samples much closer to FoggyCityscapes, according to the qualitative and quantitative (reach lowest FID: 33.02) comparison results of the generated images presented in Fig. 5, and Tab. 3. Even in the One-Shot scenario, our OA-FSU12IT framework surpass the strong baselines of the OSHOT and CUT, as shown in Tab. 1.

### Day-to-Night:
The Tab. 2 shows the FSCD detection results for the Day-to-Night task. We achieve an mAP of 30.5, with 4.1 and 4.2 higher than Source Only (26.4) and CUT (26.3) baselines. Much lower FID (33.21) than Source Only (110.29) and CUT (86.45) indicating the domain disparity caused by the scenes variation has been narrowed, as shown in Fig. 7. However, the degeneration of using self-patch pyramid contrastive loss can also enhance the performance. It is noteworthy that the degeneration of using self-

### Cross Scene Adaptation:
We achieve the mAP of 26.3, with performance gains of 29.6% and 21.2% in comparison to the Source Only (20.3) and CUT (21.7) baseline, in Tab. 5. We procure lower FID (55.32) than Source Only (59.08) and CUT (60.45) indicating the domain disparity caused by the scenes variation has been narrowed, as shown in Fig. 7.

### Further Empirical Analysis
Ablation Study. We implement the ablation study to investigate the effectiveness of each module in OA-FSU12IT. We use the Normal-to-Foggy task as a study case, and the results are reported in Tab. 4. It shows the fact that when any one of the proposed modules is removed, the performance will drop correspondingly, demonstrating all the modules are designed reasonably. Increasing the number of patches in our patch pyramid contrastive loss can also enhance the performance.
Tab. 4: Ablation study of the OA-FSUI2IT based FSCD object detection framework on Normal-to-Foggy (Cityscapes → FoggyCityscapes) using Faster RCNN with ResNet50-FPN backbone. Average precision (%) is reported in the target domain.

<table>
<thead>
<tr>
<th>Method</th>
<th>DA</th>
<th>PPCL</th>
<th>SSCC</th>
<th>person</th>
<th>rider</th>
<th>car</th>
<th>truck</th>
<th>bus</th>
<th>train</th>
<th>mcycle</th>
<th>bicycle</th>
<th>mAP</th>
<th>gain</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Only</td>
<td>FCOS</td>
<td></td>
<td></td>
<td>22.8</td>
<td>38.8</td>
<td>0.6</td>
<td></td>
<td>20.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>Source Only</td>
<td>Faster RCNN</td>
<td></td>
<td></td>
<td>25.3</td>
<td>37.5</td>
<td>0.1</td>
<td></td>
<td>20.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>-</td>
</tr>
<tr>
<td>CycleGAN</td>
<td>Faster RCNN</td>
<td>11.2</td>
<td>3.8</td>
<td>31.3</td>
<td>6.0</td>
<td>13.1</td>
<td>-7.2</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>DCLGAN</td>
<td>Faster RCNN</td>
<td>19.6</td>
<td>7.5</td>
<td>36.0</td>
<td>16.7</td>
<td>20.0</td>
<td>-0.3</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>CUT</td>
<td>FCOS</td>
<td>18.9</td>
<td>12.0</td>
<td>41.3</td>
<td>1.9</td>
<td>18.5</td>
<td>-1.8</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OA-FSUI2IT</td>
<td>Faster RCNN</td>
<td>22.6</td>
<td>12.6</td>
<td>36.1</td>
<td>15.4</td>
<td>21.7</td>
<td>+1.4</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OA-FSUI2IT</td>
<td>FCOS</td>
<td>24.3</td>
<td>16.4</td>
<td>42.7</td>
<td>4.2</td>
<td>21.9</td>
<td>+1.6</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>OA-FSUI2IT</td>
<td>Faster RCNN</td>
<td>27.5</td>
<td>16.9</td>
<td>42.3</td>
<td>18.7</td>
<td>26.3</td>
<td>+6.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oracle</td>
<td>FCOS</td>
<td>49.0</td>
<td>52.6</td>
<td>66.7</td>
<td>9.0</td>
<td>44.3</td>
<td>+24.0</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Oracle</td>
<td>Faster RCNN</td>
<td>57.4</td>
<td>63.4</td>
<td>74.0</td>
<td>24.5</td>
<td>54.8</td>
<td>+34.5</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Tab. 5: Detection performance comparison results on Cross scene adaptation (Kitti → Cityscapes). Average precision (%) is reported in the target domain.

supervised cycle-consistency module alone is predictable, as only implementing augmentation in the generator is harmful and may cause a performance drop. 3

Influence of IOU threshold. Fig. 11 shows the performance of different models with the variation of IOU thresholds. The mAP constantly drops with the increase of IOU threshold and approaches zero in the end. OA-FSUI2IT consistently outperforms the CUT baseline within the IOU range [0.3, 0.95], illustrating that our OA-FSUI2IT framework provides a more accurate and robust bounding boxes regression.

Detection error analysis. We employ TIDE (Bolya et al. 2020) to analyze the errors of Source Only, CUT, and OA-FSUI2IT. The detection errors are categorized into 6 main error types in TIDE: 1) Classification (Cls), 2) Localization (Loc), 3) both Cls and Loc (Both), 4) Duplicate detection (Dup), 5) Background (Bkg), and 6) Missed GT (Miss); and two separate error types: 1) False Positive (FP), and 2) False Negative (FN). The highest confident detections and lowest Miss detections on the Normal-to-Foggy task further verify the effectiveness of the proposed OA-FSUI2IT framework for FSCD object detection. We report the absolute and relative error contribution for each error type across all categories in Fig. 10. Comparing to Source Only and CUT, our OA-FSUI2IT network can generate more realistic fog, from which the de facto detectors can learn to distinguish the objects in the fog better. Thus, the OA-FSUI2IT framework clearly reduces the number of incorrect detections and false negatives. Meanwhile, as some objects may be occluded by the generated fog, the number of false positives increases slightly which could be thought as a reasonable sacrifice.

1Implementing data augmentation in unconditional GAN without involving discriminator lead to degradation (Karras et al. 2020).
Acknowledgments

This work was sponsored by the Shanghai Pujiang Program (20PJ1419000), Shanghai Rising-Star Program (20QB1405500), Open Project of Key Laboratory of Ministry of Public Security for Road Traffic Safety (2020ZDSYSFKPT03-1), Development and Application of Intelligent Diagnosis System for Mixed Traffic Characteristics (2019-RGZN-01023), and Development and Industrialization of Deep Neural Network based Intelligent Inspection System for Vehicle Safety and Compliance (190248).

References


