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Abstract

As an essential step in the pathological diagnosis, histochem-
ical staining can show specific tissue structure information
and, consequently, assist pathologists in making accurate di-
agnoses. Clinical kidney histopathological analyses usually
employ more than one type of staining: H&E, MAS, PAS,
PASM, etc. However, due to the interference of colors among
multiple stains, it is not easy to perform multiple staining si-
multaneously on one biological tissue. To address this prob-
lem, we propose a network based on unpaired training data to
virtually generate multiple types of staining from one stain-
ing. Our method can preserve the content of input images
while transferring them to multiple target styles accurately.
To efficiently control the direction of stain transfer, we pro-
pose a style guided normalization (SGN). Furthermore, a
multiple style encoding (MSE) is devised to represent the
relationship among different staining styles dynamically. An
improved one-hot label is also proposed to enhance the gen-
eralization ability and extendibility of our method. Vast ex-
periments have demonstrated that our model can achieve su-
perior performance on a tiny dataset. The results exhibit not
only good performance but also great visualization and inter-
pretability. Especially, our method also achieves satisfactory
results over cross-tissue, cross-staining as well as cross-task.
We believe that our method will significantly influence clini-
cal stain transfer and reduce the workload greatly for pathol-
ogists. Our code and supplementary materials are available at
https://github.com/linyiyang98/UMDST.

1 Introduction

As a vital part of the histopathological analysis, which is
the gold standard for diagnosis, histochemical staining can
make the different components of the tissue appear in differ-
ent colors, thereby facilitating pathologists to observe the
tissue. The most common type of histochemical staining
is hematoxylin and eosin (H&E) staining in routine patho-
logical examinations. H&E can highlight the morphologi-
cal characteristics of tissue, enabling pathologists to make
preliminary diagnoses for patients. However, H&E stained
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tissue cannot show all the information that pathologists
need to diagnose in many diseases. Therefore, after view-
ing the H&E stained sections of the patient, pathologists
may need other types of staining to obtain more informa-
tion. For example, in kidney tissue examination, in addition
to H&E staining, other types of staining like MAS stain-
ing, PAS staining, and PASM staining are also commonly
used. MAS staining is mainly used to distinguish collagen
fibers and muscle fibers inside the kidney tissue. PAS stain-
ing is mainly used to observe glomerular basement mem-
brane, tubular basement membrane, and mesangial matrix
(hereinafter called GTM). PASM staining and PAS staining
show the same components in kidney tissue, while PASM
staining can display the details more clearly (de Haan et al.
2021; Lo et al. 2021). These non-H&E stains are usually
called “special stain”. They can provide additional tissue di-
agnostic information from different dimensions and are of
great significance for the pathological diagnoses of kidney
diseases.

However, compared with H&E staining, special staining
requires more time and labor costs. In addition, if the pathol-
ogists need multiple types of histological staining on the pa-
tients’ tissue, it is necessary to sample the tissue numerous
times for different staining. These will undoubtedly increase
the cost of pathological diagnoses and increase the wait-
ing time of patients, making the current popularizing rate
of pathological diagnosis low (de Haan et al. 2021).

Recently, researchers are exploring the correlation be-
tween H&E stained images and images stained by special
stains. Rivenson et al. (Rivenson et al. 2019) proposed a
model to virtually generate PAS, MAS, and other types of
special staining from H&E stained images, showing that
there is a correlation between multiple types of stained im-
ages. However, this method requires pixel-level paired data,
which is hard to obtain in clinical practice. Lo et al. (Lo et al.
2021) proposed a model to virtually generate PAS, MAS,
and other types of special staining from H&E stained im-
ages based on unpaired data (Zhu et al. 2017). But in this
method, a model is required for every two types of staining,
s0 k(k — 1) models are needed if we have k types of stain-
ing, which greatly wastes computing resources. Therefore,
it would be much desirable to devise a model trained over



unpaired data to generate multiple types of virtually stained
images based on any type of stained image. This process
is called multi-domain stain transfer. A lot of experience
has shown that, compared with the traditional histochemical
staining process, the time cost of multi-domain stain transfer
will be reduced by tens or even hundreds of times, which can
greatly improve the diagnostic efficiency. Therefore, multi-
domain stain transfer through computer-aided technology is
a feasible and novel solution to the existing problems.

In recent years, Generative Adversarial Network (GAN)
has developed rapidly, providing a good solution for image-
to-image translation (Isola et al. 2017; Liu, Breuel, and
Kautz 2017). The purpose of image-to-image translation is
to transfer images from one style to another one to high-
light different information in different styles. In the field
of biology, image-to-image translation technology can make
pathological structures that are difficult to detect in the orig-
inal style clearly visible, so its application is extensive,
such as stain normalization, virtual staining (Rivenson et al.
2019), graded image generation, artifacts reduction/correc-
tion, anomaly detection in brain MRI.

As a novel image-to-image translation method, UGATIT
(Kim et al. 2020) can transfer images with high accuracy
based on unpaired images. However, UGATIT could only
be applied between two domains. On the contrary, StarGAN
(Choi et al. 2018) can generate images of multiple types
using a single network. Consequently, StarGAN provides
a good idea for multi-domain stain transfer, but sometimes
poor results may be achieved. Moreover, the task extendibil-
ity of StarGAN may not be so well, and it cannot be utilized
in the expanded applications like mixed staining and stain-
ing contrast tuning.

In this paper, to address these problems, we propose a
method using unpaired data to accurately generate multiple
types of virtually stained images via a single network. Our
main contributions are as follows:

* We propose a new method of multi-domain stain transfer,
which can use a single network to generate multiple types
of virtually stained images;

* We propose a style guided normalization (SGN) method,
which can control the direction of stain transfer and sig-
nificantly improve the quality of the virtually stained im-
ages;

e We propose a multiple style encoding (MSE) method,
which can dynamically represent the relationship among
different types of staining style and strengthen the net-
work’s cross-task generalization ability by the improved
one-hot label;

e Compared with traditional methods, the proposed
method has strong cross-tissue and cross-staining gen-
eralization ability. Our method has a powerful ability to
extract staining invariant features from the images.

2 Related Work
2.1 Virtual Staining in Histopathological Analysis

In recent years, image-to-image translation has developed
rapidly in computer vision, and some work has been suc-
cessfully applied in the field of virtual staining. Rivenson

et al. (Rivenson et al. 2019) and Zhang et al. (Zhang et al.
2020) proposed a GAN-based virtual staining method from
unstained images to H&E stained images and extended it
to MAS staining, PAS staining, etc. But this method re-
quires pixel-level paired data, which is difficult to obtain in
histopathology. Using unpaired data, Li et al. (Li et al. 2021)
proposed a virtual staining method from unstained images to
H&E stained images, and Liu et al. (Liu et al. 2021) com-
pleted virtual staining from H&E stained images to Ki67
stained images (Xu et al. 2020). In addition, Lo et al. (Lo
et al. 2021) accomplished virtual staining from H&E im-
ages to PAS images and extended it to MAS, PASM, etc. But
these methods cannot achieve the goal of generating multi-
ple types of stained images using a single network. This pa-
per proposes a multi-domain stain transfer method based on
a single network, which does not require paired data.

2.2 Normalization in Image-to-Image Translation

Recent research on image-to-image translation shows that
instance normalization (IN) (Ulyanov, Vedaldi, and Lempit-
sky 2016) can directly normalize the feature statistics of an
image to remove its original style, so it is commonly applied
in image-to-image translation tasks. In recent studies, based
on IN, adaptive instance normalization (AdaIN) (Huang
et al. 2018), conditional instance normalization (CIN) (Du-
moulin, Shlens, and Kudlur 2017), and batch-instance nor-
malization (BIN) (Nam and Kim 2018) have achieved better
results than IN. In addition to IN, layer normalization (LN)
(Ba, Kiros, and Hinton 2016) is also proposed to pay more
attention to the features of the target domain in image-to-
image translation tasks. Combining the advantages of IN and
LN, Kim et al. (Kim et al. 2020) proposed adaptive layer in-
stance normalization (AdaLIN) to select the appropriate ra-
tio between IN and LN, making the task of image style trans-
fer more thorough. However, AdaLIN cannot achieve the
transfer among multiple styles. To realize the transfer among
multiple styles, Pizzati et al. (Pizzati, Cerri, and de Charette
2021) proposed FIN, in which the direction of transfer is
controlled by labels artificially added. But this method can-
not dynamically represent the relationship among different
styles. In our work, we devise a new method of style guided
normalization (SGN), in which labels are learned through
the network so that the labels can accomplish the task of dy-
namical representation.

3 Method

From the perspective of staining style transfer, a tissue image
is composed of its content (principal structure and morpho-
logical content) and style (the types of staining, including
H&E staining, PAS staining). The essence of stain transfer
is to preserve the content of the original image while trans-
ferring its style to the target one.

In this work, we propose a GAN-based multi-domain
stain transfer method. We first introduce the network struc-
ture of the generator and discriminator. In the generator,
we devise a style guided normalization (SGN) method and
a multiple style encoding (MSE) method based on an im-
proved one-hot label. In the discriminator, we introduce two
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Figure 1: The network structure of our method. (a) The network structure of generator; (b) The network structure of discrimi-
nator. In the Multiple Style Encoding (MSE), m represents the times of MSE operation, and f(yi)(i = 1,2,...,m) contains
the corresponding affine transformation factors f (i) and f (ipj).

auxiliary classifiers, which distinguish the real/fake as well
as the differences among various types of staining. Next, the
loss function is provided. Finally, we describe our training
process.

3.1 Structure of Generator

The network structure of the generator is shown in Fig. 1(a),
which is composed of De-stain, Re-stain, and Multiple Style
Encoding (MSE). De-stain consists of Down-sampling and
Residual Blocks, whose goal is to remove the style of the
input image and retain its content. Re-stain includes Up-
sampling and Residual Blocks, whose purpose is to generate
images of the target staining style according to the content
of the input image and the output f () of MSE. The func-
tion of MSE is to represent the relationship among different
types of staining style according to the input label L.

In addition, in the Residual Blocks of De-stain, we em-
ploy the normalization method of IN; and in the Residual
Blocks of the Re-stain, we utilize the normalization method
of SGN.

Style Guided Normalization (SGN) In the Re-stain (see
Fig. 1(a)), we need to balance the content of the input im-
age and the style of the target staining domain, which di-
rectly affects the quality of the virtually stained image. To
achieve better balance, we propose a style guided normal-
ization, which is formulated as:

SGN(p)=f (p)-(p-ar+ (1A —=p)-aL)+f (), (D

where @ and G represent the channel-wise and layer-wise
normalizations of the input feature maps, p determines the
ratio between a; and a; . Here, the content of the input im-
age is represented by p - @ + (1 — p) - GL. And the style of
the target staining domain is represented by affine transfor-
mation factors f (¢) and f ().

Actually, LIN (Kim et al. 2020) also adopted the similar
idea. However, f (¢) and f (i) are fixed values in LIN,
thus LIN cannot be adapted to multiple staining domains. In
contrast, we devise a MSE module to overcome this short-
coming in the following.

Multiple Style Encoding (MSE) To better represent the
style of different staining domains, we define a style guiding
factor (SGF) ¢, which is represented as:

» = sigmoid (LW) 6, (2)

where W and 6 are the learnable style coding matrix and
learnable style coding vector, respectively. Here, W is a ma-
trix of n x n, and 0 is a n x 1 vector, with n being the number
of the staining domains. L represents the label of the tar-
get staining domain. Once ¢ is obtained, the scaling factor
f (¢)and f () in Eq.(1) can be computed as:

f (@ =¢p 1+
[ (@) =¢- P14+ B2,

where 71, v2, 51, and 3, are learnable parameters.
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Here, different L determines different staining domains.
Obviously, one straightforward way to represent L is the tra-
ditional one-hot label, by which we can “take out” the style
coding matrix W row by row. However, the network’s task
extendibility would be greatly limited by one-hot label when
there exist differences between training labels and testing la-
bels. To address this problem, we propose an improved one-
hot label, which is defined as:

L=1[55,1,6,...,6¢cR" )

where ¢ is a small value, and it is set to 0.05 in our experi-
ment. It should be noted § can be arbitrarily set according to
actual needs.

In this paper, n is set to 4. Here, we use [1,4, 4, d] for
PASM staining, [0, 1, 0, §] for H&E staining, [d,d, 1,0] for
PAS staining, and [0, d, J, 1] for MAS staining (In fact, the
relationship between different labels and different types of
staining can be changed).

Based on the improved one-hot label, our network can
adapt to the testing labels which are not included during
training. For example, our network can adapt to the labels
where more than one positions are not 0, and the labels
where the sum of each position is not 1. Therefore, the task
extendibility of our network can be significantly enhanced,
which can be validated by the following two expanded ap-
plications in the clinic:

* Mixed staining (Zhang et al. 2020): In practical appli-
cations, pathologists expect to observe multiple types of
staining in the same image for commonly expressed in-
formation. However, the majority of available datasets
contain images with only one type of staining. To solve
this problem, for example, we can input the label like
[1 —&,0,0,&] (€ determines the proportion of the two
types of staining) to our network to obtain the results of
the co-staining of PASM and MAS;

e Staining contrast tuning: Some of the images in the train-
ing set are stained insufficiently, and the staining contrast
of these images is low. If such data is utilized for training,
the network will generate images of low staining contrast
during testing, causing inconvenience to the pathologists’
diagnoses. To solve this problem, for example, our la-
bel can be [0,0, 0,1 + 7] (the larger the 7 is in a certain
range, the larger the staining contrast will be) for tuning
the staining contrast among different colors in the gener-
ated results of MAS staining.

3.2 Structure of Discriminator

The network structure of the discriminator is shown in Fig.
1(b), which includes Down-sampling, Auxiliary Classifiers,
Classification Module, and Discrimination Module. Down-
sampling extracts the critical features of the input image, and
then the extracted features are fed into the Auxiliary Classi-
fiers. Auxiliary Classifiers, whose goals are similar to Clas-
sification Module and Discrimination Module, respectively,
are designed to assist the corresponding module in paying
more attention to significant positions in the input images.
Thus, the quality of the virtually stained images can be im-
proved, and strong interpretability can be achieved. Classi-
fication Module distinguishes the staining types of the input

images, and Discrimination Module judges whether the in-
put images are real or fake.

Moreover, to improve the accuracy of our network, we use
a combination of global discriminator and local discrimina-
tor (Kim et al. 2020).

3.3 Loss Function

There are five types of loss term when updating the gener-
ator: adversarial loss lg‘dv, classification loss lgs, auxiliary
loss lGadv, chIs’ cycle loss leyc, and identity loss ljgt. And
there are three types of loss term when updating the dis-
criminator: adversarial loss 2, (Mao et al. 2017), classifi-
cation loss [, and auxiliary loss [Py, I2,s. The two total

adv>
loss formulations are as follows:
lc =M1 x (Igp + lGs + loye + liat)
+ A2 X (ZGadv + chIs)'

lb =M1 X (lade + lgs) + A2 ¥ (lDadv + chIs)' (6)

Here, we set A1 = A\» = 10. The details of all the loss
terms and the influence of the value of A\, are in Supplemen-
tary materials.

(&)

3.4 Training Process

In order to better describe the training process in our pro-
posed method, we define the output of De-stain in the gen-
erator as Gpe and the output of Re-stain as Gre. The final
output of the generator is defined as G. And the training pro-
cess of our method is shown in Algorithm 1.

Algorithm 1: The training process of our method.

1: for number of training iterations do
2:  Select an original image x, and the corresponding
original label is L.
3:  Select a target label Ly.
4:  Stage 1. Updating the discriminator
5. Obtain the target image
a. Input z to De-stain and obtain Gpe(z);
b. Input Lt to MSE and obtain the affine transfor-
mation factors f(p) of SGN by Eq. (2), (3);
c. Feed Gpe(z) and f(¢) to Re-stain to obtain the
target image G(z, Lt) = Gre(Gpe(), f(©)).
6:  Calculate [p by Eq. (6) and update the discriminator
based on back propagation.
7. Stage 2. Updating the generator
8:  Obtain the reconstructed image G(G(x, L), Lo) by
the same way as Stage 1. 5.
9:  Obtain the identity image G(z, L) by the same way
as Stage 1. 5.
10:  Calculate [ by Eq. (5) and update the generator
based on back propagation.
11: end for

4 Experiments and Results

We have evaluated our proposed model over ANHIR dataset
(Borovec et al. 2020). The results show that our method can






