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Abstract

The daily practice of sharing images on social media raises
a severe issue about privacy leakage. To address the issue,
privacy-leaking image detection is studied recently, with the
goal to automatically identify images that may leak privacy.
Recent advance on this task benefits from focusing on cru-
cial objects via pretrained object detectors and modeling their
correlation. However, these methods have two limitations:
1) they neglect other important elements like scenes, tex-
tures, and objects beyond the capacity of pretrained object
detectors; 2) the correlation among objects is fixed, but a
fixed correlation is not appropriate for all the images. To
overcome the limitations, we propose the Dynamic Region-
Aware Graph Convolutional Network (DRAG) that dynam-
ically finds out crucial regions including objects and other
important elements, and models their correlation adaptively
for each input image. To find out crucial regions, we clus-
ter spatially-correlated feature channels into several region-
aware feature maps. Further, we dynamically model the cor-
relation with the self-attention mechanism and explore the
interaction among the regions with a graph convolutional
network. The DRAG achieved an accuracy of 87% on the
largest dataset for privacy-leaking image detection, which is
10 percentage points higher than the state of the art. The
further case study demonstrates that it found out crucial re-
gions containing not only objects but other important ele-
ments like textures. The code and more details are in https:
//github.com/guang-yanng/DRAG.

Introduction
Social media like Facebook has been part of our daily life.
People post a large number of images on social media to
record and share their lives. However, the convenience of on-
line image sharing brings about the risk of privacy leakage.
The shared images contain rich information like personal re-
lationships and physical disability (Orekondy, Schiele, and
Fritz 2017). Malicious use of such information has been
documented (Solsman 2020) causing dire consequences like
fraud and cyber violence (Equifax 2020). As a severe issue
that is close to our daily life, privacy-leaking image is at-
tracting increasing concerns.

Social media platforms allow users to set privacy prefer-
ences like the visibility of their content to protect privacy, but
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Figure 1: Example of images that people share online in the
Image Privacy dataset (Yang et al. 2020). (a) is a public im-
age that is safe for sharing, while (b) is a private image that
may leak sensitive information. Public and private images
contain many common elements as well as specific ones.
The co-occurrence and interaction of the elements provide
semantic clues of scenes, activities, etc., which is crucial
for privacy-leaking image detection. Therefore, methods for
this task need to find out the elements and take their co-
occurrence and interaction into consideration.

many users still unconsciously share images that may leak
privacy. Although people have common expectations about
the privacy setting of online images (Hoyle et al. 2020), they
often lack the awareness of the privacy risk of the shared
images (Tuunainen, Pitkänen, and Hovi 2009; Wang et al.
2011). Liu et al. (2011) proved that there is a gap between
users’ expectations and the reality of users’ privacy settings
of the shared images. The above phenomenon and the po-
tential harms make it urgent to help users reduce the privacy
risks during image sharing. Users may unintentionally share
images that leak privacy and the spread of the images is al-
most uncontrollable. Therefore, a feasible method to reduce
the privacy risks is to automatically identify images that may
leak privacy and give warnings to users before sharing.

We use private images to refer to images that may leak
privacy and public images to refer to images that are safe
for sharing. Researchers mainly consider non-personalized
consensus and build corresponding datasets, and several ex-
amples are presented in Fig. 1. Following Tran et al. (2016)
and Yang et al. (2020), we formulate privacy-leaking image
detection as a binary classification task (i.e., predict whether
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a given image is private or public). Fig. 1 demonstrates that
the interaction among the elements in the images provides
clues and helps distinguish between private and public im-
ages. Yang et al. focuses on objects and their correlation to
identify private images based on object detection. However,
they neglect other important elements like scenes (Tonge
and Caragea 2019), textures, and objects beyond the capac-
ity of pre-trained object detectors. Furthermore, the correla-
tion among objects is fixed, but the elements vary in different
images, making the fixed correlation inappropriate.

To overcome the limitations, we propose Dynamic
Region-Aware Graph Convolutional Network (DRAG) to
dynamically find out regions of the crucial elements, and
model their correlation adaptively per image. The workflow
of DRAG is presented in Fig. 2, which contains two main
parts. In the first part (Fig. 2 (2)), the DRAG finds out N
crucial regions from the feature map without the reliance
on the object detectors. Specifically, based on the feature
map obtained from the backbone, the DRAG clusters the
spatially-correlated feature channels into N region-aware
feature maps. In the second part (Fig. 2 (3)), DRAG adopts
the graph convolutional network (GCN) to model the inter-
action among the N regions. The regions are obtained dy-
namically for each image, and thus the correlation among
the regions should be adaptive rather than predefined and
fixed. We dynamically model the correlation with the self-
attention mechanism to initialize the correlation matrix for
GCN. Then the interaction among the N crucial regions
is explored by propagating corresponding features through
GCN with the adaptive correlation matrix. Finally (Fig. 2
(4)), the propagated features are concatenated with a global
representation of the image to identify private images. Com-
pared with existing works, the dynamic nature of the DRAG
enables it to find out more diverse elements (not only ob-
jects) and model their correlations adaptively.

Our main contributions are summarized as follows:

(1) We proposed a novel framework DRAG for privacy-
leaking image detection. The DRAG dynamically finds
out crucial regions without the limitation of pretrained
object detectors and models the correlation among cru-
cial regions adaptively for each image.

(2) To explore the interaction among the crucial regions, we
proposed a region-aware method to initialize the graph
for GCN based on spatially-correlated channels cluster-
ing and self-attention mechanism.

(3) The experimental results prove the effectiveness of the
proposed framework for privacy-leaking image detec-
tion. The DRAG that only utilizes visual features out-
performed existing methods, including visual-based and
multi-modal ones.

Related Work
Privacy-Leaking Image in Online Image Sharing
Liu et al. (2020) concluded several privacy issues of online
image sharing. In this paper, we focus on the unawareness
of privacy during image sharing. There are two main types
of methods to deal with the risk of unawareness of privacy.

The first type of method mainly adopts classification mod-
els to identify private images. Zerr, Siersdorfer, and Hare
(2012) proposed a privacy-aware classifier based on vi-
sual features like face and color histograms. Buschek et al.
(2015) proposed a multi-modal method that assigns privacy
labels to the images based on visual features and meta-
data like location and publication time. Tonge, Caragea, and
Squicciarini (2018) utilized another kind of metadata, tag,
and Tonge and Caragea (2019) further derived features of
the object, scene, and tags for privacy-leaking image detec-
tion. Yang et al. (2020) extracted a knowledge graph from
the images and identified private images based on object de-
tection and graph neural networks.

The second type of method focuses on sensitive re-
gions in the images, including approaches like object de-
tection and semantic segmentation. Some detected private
attributes such as faces (Sun, Wu, and Hoi 2018), license
plates (Zhou et al. 2012), and social relationship (Li et al.
2017a). Orekondy, Schiele, and Fritz (2017) defined a list of
privacy attributes and detected them simultaneously. Some
works attempted to protect privacy-leaking image based on
blurring (Fan 2018), blocking (Li et al. 2017b), cartoon-
ing (Hasan et al. 2017), and perturbation (Oh, Fritz, and
Schiele 2017). Shetty, Fritz, and Schiele (2018) removed pri-
vate objects from the images based on a generative method.
However, a person may be recognized even his face is not
visible (Oh et al. 2016), and the redacted image may be re-
covered (Shen et al. 2019). As the usage of shared images is
almost uncontrollable, it is better to prevent the risk from the
beginning. Therefore, we follow the first type of method to
solve the issue of privacy-leaking images by classification.

Graph-based Methods in Visual Tasks
Graph-based methods have shown great potential in many
vision tasks in recent years, including visual question an-
swering (Teney, Liu, and van den Hengel 2017), person re-
identification (Wu et al. 2019), multi-label image recogni-
tion (Marino, Salakhutdinov, and Gupta 2017), and relation-
ship recognition (Wang et al. 2018). Ye et al. (2020) uti-
lized GCN (Kipf and Welling 2017) for multi-label classifi-
cation. Yang et al. (2020) adopted graph neural networks for
privacy-leaking image detection and showed that modeling
the interaction among crucial elements is an effective way.
However, their framework only focuses on the objects that
the pretrained object detector can recognize. Inspired by Ye
et al. (2020) and Yang et al. (2020), we proposed DRAG
that can model the interaction among more crucial elements
dynamically with GCN. Furthermore, instead of a fixed cor-
relation matrix for all the images (Yang et al. 2020), we ex-
tract the correlation matrix for each input image adaptively
based on the self-attention mechanism.

Approach
Overview of DRAG
The DRAG dynamically finds out crucial regions and mod-
els their correlation adaptively for each input image. Then
the DRAG explores the interaction among the crucial re-
gions with GCN and identifies the private images.
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Figure 2: Workflow of the Dynamic Region-Aware GCN (DRAG) for privacy-leaking image detection. (1) DRAG first extracts
the feature Fb of the input image. (2) The channels of Fb are then clustered into N groups with Channel Grouping Layer
(CGL). According to the approximate clustering result cr0, Fb are aggregated into N feature maps Fw to represent N differ-
entiated regions (Examples are at the bottom). (3) DRAG formulates a graph with Fw as the N nodes and uses the self-attention
mechanism to obtain the correlation matrix A. Then a GCN is used for feature learning on this graph. (4) The learned feature
Fp is concatenated with a global representation of the image Fc to identify private images.

Specifically, the DRAG contains two main parts (see
Fig. 2). In the first part (Fig. 2 (2)), the DRAG extracts di-
verse and tiny clues and then clusters them to obtain region-
aware feature maps as the representation of crucial regions,
without the reliance on the object detectors. In the second
part (Fig. 2 (3)), the DRAG models the correlation among
the crucial regions based on the self-attention mechanism
and initializes the correlation matrix for GCN. Then the fea-
tures of crucial regions are propagated through GCN with
the adaptive correlation matrix to explore the interaction
among these regions. Finally (Fig. 2 (4)), the propagated
features are concatenated with a global representation of the
image to classify a given image as private or public.

Dynamic Crucial Regions Exploring
Tasks like object detection and fine-grained image recogni-
tion need to focus on objects for better performance. For
example, the Region Proposal Network (Ren et al. 2015) is
used to select regions that may contain objects, attention-
based methods (Fu, Zheng, and Mei 2017) are used to focus
on the details of objects for fine-grained image classification.
However, the clues for privacy-leaking image detection are
revealed not only by the objects but also by other elements
such as scenes and textures . To focus on these crucial ele-
ments, we find out differentiated regions in an image based
on the channel grouping mechanism (Zheng et al. 2017).

We first trained a backbone (here, ResNet (He et al.
2016)) and got the convolutional feature of the input im-
age Fb ∈ RC�H�W , where W , H , and C are the width,
height, and channel number of the feature. According to Si-
mon and Rodner (2015), the peak responses of the chan-
nels correspond to various visual patterns. Following Zheng
et al. (2017), we clustered the channels by K-means (Mac-

Queen et al. 1967) according to spatial correlation among
the corresponding peak responses and adopted the cluster
results as the representation of crucial regions. To combine
the clustering with neural networks, the clustering process
was approximated by several fully-connected layers (F Cs),
and the details are as follows:

A group of channels whose peak responses appear in
neighboring locations were clustered together. For each
channel, we got the coordinates of the peak response [tx; ty]
of all training images and formulated them into a vector:�
t1
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y; t2
x; t2
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�
, where ti

x and ti
y are the coordi-

nates of peak response of the ith training image, and 

refers to the size of the training set. This vector was used
as the feature for clustering with K-means. The channels
were clustered into N groups to represent N differentiated
regions. The clustering results were formulated as a matrix
cr ∈ RN�C with crij = 1 or 0, which indicates that if the
jth channel belongs to the ith group (i.e., the ith region).

The pretrained backbone initially focuses on the objects
and will be fine-tuned to adapt to privacy-leaking image de-
tection. To let the clustering results obtained from the back-
bone be optimized together, we adopted F Cs to approx-
imate the clustering process, which is called the channel
grouping layer (CGL). CGL takes the feature map Fb as
input, then outputs the estimated result of clustering cr0 ∈
RN�C :

cr0 = CGL(Fb) = sigmoid(F Cs(Fb)); (1)

We used the cr0 to get the feature of each region with an
averaged weighted sum mechanism. For the ith region, its
corresponding feature Fwi ∈ RH�W was obtained by :

Fwi =
1

C

X
c

Fbc ∗ cr0ic; (2)


