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Abstract

Flying commercial aircraft requires the crew’s prediction ca-
pability to anticipate the future states of the world (failures,
weather situation...), especially those that may harm the
safety of the aircraft and passengers. Incident and accident
analyses and experimental studies have shown that the occur-
rence of a conflict during flights (crew/system conflict, pi-
lot/copilot conflict) disrupts the crew’s cognitive capabilities.
Therefore the idea is to design a prediction assistant, based
on a joint estimation of the state of the aircraft and of the
crew’s actions, especially on the autopilot. The prediction of
possible conflicting states will allow to enhance the crew’s
capability to anticipate the aircraft behavior.

Introduction

Flying aircraft presupposes cognitive and emotional capabil-
ities for controlling the flight and anticipating the evolutions
of the environment correctly (e.g. the weather situation, in-
coming aircraft, Air Traffic Controller (ATC) clearances. . .)
The cognitive capabilities support the rational process from
the sensorial cues regarding the task. This process is based
on the activation of the prefrontal cortex that provides ex-
ecutive functions like planning, working memory, focusing,
shifting, inhibition (Miyake et al. 2000). The cognitive sys-
tem interacts with the emotional system — also known as the
limbic system — that plays a major role in decision making,
motivation, focusing, and in “flee or fight” ancestral reac-
tions. Both systems maintain complex inhibition/activation
relations and optimize the human performance, provide ac-
curate social reactions, and ensure survival (Simpson et al.
2001a; 2001b).

Under some circumstances (brain damage, stress, hy-
povigilance, fatigue, great age...) the homeostasis of the
interactions is disrupted and may impair cognitive and
emotional fonctions. It is worth noticing that the same
kind of deterioration is observed both in stressed operators
(e.g.: apilot facing a major breakdown) and in brain-injured
patients (i.e. frontal syndrom) performing a complex
cognitive task (Pastor 2000): anticipation and planning
incapacity, loss of emotional control (e.g.: aggressiveness),
loss of working memory.. .
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Recent experimental research in aeronautics (Dehais,
Tessier, & Chaudron 2003) have shown that the occurrence
of a conflict during flight management (e.g.: pilot/system
conflict, pilot/copilot conflict...) provokes such cognitive
and emotional disorders with a trend towards perseveration.
This particular behavior, which is studied in neuropsychol-
ogy (van der Kolk 1994) and social psychology (Beauvois
& Joule 1999), is known to summon up all the pilot’s
mental efforts toward a unique objective (excessive focus
on a single display or focus of the pilot’s reasoning on a
single task). Once entangled in perseveration, the pilot does
anything to succeed in their objective even if it is dangerous
in terms of security. Their anticipating and predicting
capabilities are lost, and worse, any kind of information
that could question their reasoning (like alarms or data on
displays) is ignored. These findings are akin to a recently
published report of the BEA! (the French national institute
for air accident analysis) that reveals that pilots’ erroneous
attitudes of perseveration have been responsible for more
than 40 percent of casualties in air crashes (in civilian
aeronautics).

The review of neuropsychological literature has led us to
design cognitive countermeasures to cure pilots from perse-
veration. Since adding information (e.g.: audio alarm) may
have no effect to shift the pilot’s attention (i.e. inhibition
impairment theory (Berthoz 2003)), these countermeasures
are based on information removal: the interface on which
the pilot is excessively focused is removed for a while and
replaced with an accurate message that is sent directly in his
visual field (Dehais 2004). Such an approach based upon ar-
tificial intelligence and neurosciences paves the way to en-
hance teams of operators’ cognitive and social interactions
(e.g.: crew, ATC) to cooperate with intelligent and semi-
autonomous agents (onboard systems, autopilot). The idea
(figure 1) is therefore to:

e formally anticipate aircrew/onboard system conflicts,
which are known as remarkable precursors of loss of sit-
uation awareness,

e design cognitive countermeasures suited to neural data
processing to assist aircrew facing a cognitive conflict.
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Situation assessment
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Figure 1: Ghost: estimate, detect, help.

Pilots, autopilot and shared authority

Modern commercial planes can be considered controlled
by two agents: the human agent (the crew) and the artifi-
cial agent (the autopilot and the Flight Management Sys-
tem (FMS)). The flight is realized under the interaction of
another human agent: the ATC, who can order any modi-
fications for the flight: altitude clearance, heading, holding
pattern, airport approach.

Modern autopilots and FMSs are designed to increase the
flight safety by reducing the aircrew workload. They are
complex state-machines, able to manage a preprogrammed
flight from takeoff to landing with very few crew actions
during the flight. They manage the flight in the “lateral
mode” (i.e. Navigation) and in the “’vertical mode” (i.e. op-
timizing the performance during the Climb, Cruise and De-
scent phases of the flight), but the crew can select some flight
parameters (for example the Heading in the “’lateral mode”
or the Vertical Speed in the vertical mode”...), in order to
follow the ATC’s instructions.

The human agent can always have the priority on the ar-
tificial agent. The crew can always disengage the autopilot,
reconfigure the FMS or go “back to the basics”. However,
in particular conditions (protection of the flight domain), the
autopilot makes a “mode reversion”, i.e. an automatic state
modification to anticipate an overspeed or underspeed and,
if the speed limitation is reached, the autopilot automatically
disengages.

It is easy to understand that such complex interactions
may induce conflicts, especially during “abnormal opera-
tions”.

Let us review three real incidents for which we have iden-
tified three kinds of conflicts between the human and the
artificial agents:

1. Automatic disconnection not perceived by the crew: the
autopilot sent the control of the flight back to the crew,
while the aircrew still thought that the autopilot is in con-
trol. Every disconnection of the autopilot is signaled by an
audio warning and a visual warning on the cockpit alarm

display. But when the autopilot is disconnected after an
overspeed for example, the overspeed audio warning has
priority on the autopilot disengagement audio warning.
The crew applied the overspeed procedure, but did not
notice the autopilot disconnection (BEA 2002 2003a).

2. Inconsistent orders to the autopilot: an order can be con-

sistent in some phases of the flight, but not consistent in
other phases. In this particular case, the autopilot was
in the approach mode (APPR), at 1200 ft Above Ground
Level (AGL), the pilot not flying (PNF) selected a new
waypoint on his MCDU (Multifunction Control Display
Unit). At this time, the autopilot mode changed from
APPR to NAV (managed navigation) and V/S (vertical
speed, automatically set at the current vertical speed, here
-1000 ft/min). The crew did not immediately perceive
the changes and the plane leveled off around 400 ft AGL
(BEA 2002 2003b).

3. The autopilot and the crew have different goals: the selec-

tion of a specific mode by the crew has unexpected conse-
quences on the autopilot behavior. A typical example of
this kind of conflict is the inadequate selection of the Go
Around altitude on the autopilot interface (FCU) when the
autopilot is in the Glide/Slope (G/S) mode, i.e. descend-
ing on the ILS path. At this time, if the plane reaches a too
high speed due to its configuration (for example during
flaps extension) the autopilot automatically discards the
G/S mode and tries to reach the target altitude. The plane
climbs whereas the crew wish to land (Crow, Javaux, &
Rushby 2000).

As a matter of fact, conflicts stem from a bad design of
the shared authority between the crew and the autopilot.

Generally speaking shared authority is the way the
decision functions are shared out among the various agents
involved in a mission. Most of the time, shared authority
implies that artificial (i.e. non-human) agents are equipped
with a certain level of “autonomy” with regard to the
particular decisional agents the human agents are — this is
the case for example in collaborative control (Fong, Thorpe,
& Baur 2003) or in mixed-initiative control (Murphy 2000)
— as people can provide valuable input that improves the
performance of the system (Scerri et al. 2003). It is worth
noticing however that autonomy is neither an end in itself
nor an absolute notion (Steels 1995), but aims at meeting
specific operational requirements within a well-defined
context. Consequently, autonomy necessarily implies a
shared authority between agents at a certain time scale and
at a certain decisional level. As a matter of fact, autonomy
and shared authority are dual concepts for the same notion.

The key issue of shared authority is situation assessment
ie:

1. Maintaining the human agents’ situation awareness (End-
sley 2000; Nofi 2000) i.e. their understanding of the cur-
rent state of the automatisms, of the environment, of the
(flight)plan execution, and of how the various states are
likely to evolve in the near future. The situation aware-
ness has to be:



e suited to the operators’ roles within the mission,

e consistent with the current automatism / autonomy lev-
els of the artificial agents (i.e. consistent with the oper-
ators’ current control level on the artificial agents),

e consistent with the current mission phase (Murphy
2004),

so as to enable the operators to send relevant orders.

2. Maintaining situation assessment for the artificial agents,
i.e. the current models and predictions the agents have for
themselves, for the environment, for the execution state of
the (flight)plan, for the operators’ actions. The situation
assessment has to be:

e suited to the current automatism / autonomy levels of
the artificial agents,

e consistent with the current mission phase,
so as to allow the automatic triggering of relevant actions.

Therefore intelligibility must be mutual. For instance, the
task context must not be lost when an automatism (the au-
topilot) cedes control to the human agent (the crew), so as to
prepare for a return to the automatism control (Brookshire,
Singh, & Simmons 2004).

What is suggested to guarantee an intrinsic consistency
of situation assessment, is a way to estimate and predict the
states of both human operators and automatisms through a
unified hybrid model, so that any agent might keep a rel-
evant and consistent awareness / knowledge of the situa-
tion through a common reference and switch authority levels
with full knowledge of the facts. This approach is significant
for the autopilot / crew system as the autopilot is designed in
such a way that (1) its communication with the crew is quite
poor and (2) the details of shared authority are not always
clear to the crew.

A prediction assistant

The aim of the system presented in this paper is to help both
automatic and human agents estimating and predicting the
aircraft behavior. The estimation is performed using (1) the
particle Petri net model (Lesire & Tessier 2005) to represent
the aircraft—pilot interactions and evolutions and (2) classi-
cal Petri nets to represent the autopilot functioning. The es-
timation principle allows inconsistencies to be detected and
studied, thus helping the crew understanding the autopilot
behavior and anticipating possibly dangerous situations.

Petri nets (refresher)

A Petri net < P,T,F,B > is a bipartite graph with two
types of nodes: P = {p1,...,,Di,-..,Dm is a finite set
of places; T' = {t1,...,tj,...,t,} is a finite set of transi-
tions (Petri 1962; David & Alla 2005). Arcs are directed and
represent the forward incidence function F' : P x T — N
and the backward incidence function B : P x T' — N re-
spectively. An interpreted Petri net is such that conditions
and events are associated with places and transitions. When
the conditions corresponding to some places are satisfied,
tokens are assigned to those places and the net is said to be

marked. The evolution of tokens within the net follows tran-
sition firing rules. Petri nets allow sequencing, parallelism
and synchronization to be easily represented.

Predicting the aircraft state...

Estimating and predicting the aircraft state and the crew’s
actions are performed using a hybrid model whose numer-
ical part represents the continuous evolution of the aircraft
parameters and the symbolic part represents the crew’s
actions on the aircraft and on the autopilot.

Let us consider the Climb phase. The particle Petri net of
this phase is shown in figure 2. The first step consists of a
climb (FL ) and acceleration (S ) of the aircraft while
the pilot has to set the gear up, set the FCU altitude to flight
level 210 (FL 210), engage autopilot 1 (AP1) and mode
thrust/climb (THR/CLB). When the 300kt-speed is reached
(§>300), the aircraft goes on climbing (FL ") at a 300kt-
speed (S 300). When FL 210 is reached, the Climb phase
is completed, and the aircraft enters the next phase (Cruise).
If an overspeed warning appears (coming from the autopilot
Petri net), the procedure is to set speed brakes (SPD BRK).
Then the speed decreases (S Y\,), and when a “normal” sit-
uation is recovered (S < 300), the pilot has to engage the
autopilot again (AP 1).

Tokens 7(1), 7(2), §(1) represent the current estimated sit-
uation:

o particles 7V = {Speed260, FL180, Heading53 ...}
and 7® = {Speed270, FL185, Heading53 ...} are
two probable numerical vectors corresponding to the esti-
mated aircraft pararneters;2

e 6() = {GearUp, FL210} is a possible symbolic vector
representing the aircraft (and autopilot) configuration.

Prediction is achieved through the computation of the
reachable markings of the Petri net, i.e. the set of ex-
pected states. Let us consider the initial marking (the cur-
rent situation) the Petri net on figure 2. The possibly fu-
ture situations are those where the crew has engaged API
and mode THR/CLB, and where the aircraft parameters are
predicted according to differential equations associated to
places “climb and accelerate” and “climb” respectively (fig-
ure 3).

Correction is achieved through the comparison and selec-
tion of the “best” matchings between the predicted tokens
and a new observation. The numerical correction consists
in weighting the particles according to the noisy numerical
measure. The symbolic correction consists in ranking the
configurations according to a partial preorder. Finally, cor-
rected particles and configurations are matched. This hybrid
matching allows to:

e resample a marking, when it corresponds to both numeri-
cal and symbolic measures and is consistent: the particles
are resampled and the configuration is kept for the next
prediction step;

2For the sake of clarity only two particles are considered in this
paper. In fact the higher the number of particles, the better the
representation of the uncertainty on the aircraft state.
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Figure 2: Particle Petri net for the Climb phase: numeri-
cal places (in lite) represent the continuous evolution of the
aircraft state according to differential equations; symbolic
places (in bold) represent the discrete evolution of the air-
craft configuration according to the crew’s actions.

e discard a marking, when it does not correspond to the
measures;

e analyse a marking when it corresponds to the measures
but is inconsistent (it does not correspond to a reachable
marking of the Petri net).

The next section introduces the overspeed detection and
its relation to prediction and conflict detection. Then the
case of inconsistent matchings is detailed, as it may reveal
possible conflictual situations.

...and detecting conflicts

The Petri net of figure 4 corresponds to the Pi-
lot/Autopilot conflict detection process. The initial place
(No_Potential Conflict) represents the “normal” state, i.e.
when the autopilot controls the aircraft. The next two places
represent two possible states of potential conflict: (1) autopi-
lot automatic disconnection (AP_OFF transition has fired)
and (2) autopilot mode reversion (AP_Reversion transition
has fired). When one of these transitions fires, two processes
are run: a timer and a conflict detection process.

overspeed

Figure 3: Marking of predicted situations.

No_Potential Conflict

AP Reversion
end_Timer 0 end_Timer

Discon_Potential Conflict Rewversion_Potential Conflict
AP Conflict

Reversion Conflict

Agent Conflict

/ end_of Conflict

Figure 4: Autopilot Petri net (implemented with ProCoSA
(Barrouil & Lemaire 1999)).

Detecting inconsistencies (and consequently conflicts) in
the crew’s actions or in the aircraft state is based on the es-
timation principle presented in the previous section. Let us
consider the following scenario: during the climb to flight
level 210, a jet stream makes the aircraft accelerate. The re-
sult is an overspeed that disengages the autopilot. A conflict-
ual situation may come from: (1) the crew do not notice the
autopilot is not engaged any longer, or (2) the crew engage
the autopilot, but if the target altitude (level 210) has been
overshot, the autopilot mode switches to V/S and the aircraft
keeps on climbing indefinitely (whereas it should descend to
reach level 210). The current estimated situation is marking
(7(?),§(3)) within figure 3 Petri net. The overspeed event
is caught by the autopilot Petri net (AP_OFF transition fires,
figure 4), that enables the overspeed transition of the parti-
cle Petri net of the Climb phase. Then the estimation process



goes on considering the overspeed procedure. Let the pre-
dicted situation be the marking shown in figure 5, where the
tokens values are such that

e within particle 7(1), the speed is 280kt, and FL 215;
e within particle 72 the speed is 300kt, and FL 220;

e within configuration & ), speed breaks are set, and AP 1
disengaged;

e within configurations §(2) and §(), the AP is engaged in
mode climb (CLB).

e

Figure 5: Predicted states after the overspeed event.

The predicted markings are then updated according to the
correction step. Three cases can be pointed out:

e The timer goes out while no inconsistent marking has
been detected, and

1. the corrected states (according to the measures) do not
mark the “overspeed procedure” part of the Petri net:
the end_Timer transition (figure 4) fires and the Petri
net goes back to a “normal” situation;

2. an estimated state is marking the “overspeed proce-
dure” part of the Petri net: §(1) situation reveals that
the crew may have forgotten to engage the AP, which is
considered as a Conflict;

e Correction results in an inconsistent marking: the sym-
bolic observation is such that the AP is engaged and mode

Vertical Speed is selected. Particle 7(?) corresponds to the
numerical observation (numerical correction), but no pre-
dicted configuration corresponds to the symbolic obser-
vation. Therefore marking (7(?), (}) is inconsistent, and a
Conflict is sent to the autopilot Petri net.

Finally, when a conflict is detected by the estimation pro-
cess, the Conflict transition within the autopilot Petri net
fires and the Agent_Conflict state is reached. At this time,
the purpose is to send cognitive countermeasures to enhance
the crew’s capability to anticipate the behavior of the air-
craft.

Further research

The next step will consist in an empirical validation of the
predicting tool with pilots in the 3-axis Airbus flight simu-
lator at Supaero. The idea is to conduct experiments where
aircrews will be placed in conflictual situations with the au-
tomatic systems.

A first challenge of these experiments is to test the tool ca-
pability to anticipate real pilot/autopilot conflicts: both ob-

jective (flight parameters analysis) and subjective (debrief-

ing with pilots) methods will be used to assess its effective-
ness . The second challenge is to determine on which display
the countermeasures should be sent to assist the crew facing
the conflict. The idea is to use an eye-tracker to analyse gaze
motion and fixation points in the cockpit according to each
flight phase.

Eventually, another interesting challenge for air safety is
the online detection of cognitive deterioration like persever-
ation: a solution could consist in an empirical integrative
approach including stress physiological indicators (occulo-
motricity parameters, electro dermal response, voice tone),
and the use of electro encephalogram. These physiological
parameters are planned to be integrated in the prediction tool
so as to anticipate conflicts as early as possible.
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