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Abstract

Learning algorithms typically model the acquisition of con-
ceptual knowledge from some start state to some fixed
learned end state. Natural associative learning demonstrates
a more comprehensive range of processes which complement
this static view of learning. An experimental regimen is pre-
sented for evaluating leaming algorithms against this wider
remit. This approach provides a general basis for analysing
performance and measuring concept formation. We use it
here to examine the Distributed Adaptive Control (DAC2)
model.

Introduction
Various techniques lend themselves to modelling particular
a~spects of learning, from sensorimotor concepts (Thelen and
Smith, 1994) to language (Anderson, 1983). Invariably, that
part of learning modelled is acquisition: the process of ac-
quiring ’new’ concepts or knowledge, to the extent that con-
cept acquisition and learning are often viewed a~s synony-
mous.

Here, we make the case that psychology provides us with
a much richer view of learning, in which acquisition plays a
key part, yet which is balanced by complementary processes
which actively modify previous learning. These other pro-
cesses, it might be argued, are essential for maintaining the
long term viability of a learning entity in a complex and dy-
namic environment.

Although the strong case needs to be made, it would seem
to be productive to consider how we decide whether, and in
what way, a given learning algorithm comprehensively sat-
isfies all those a~spects of learning revealed from a psycho-
logical perspective.

Background

The work described here is based on a review of neural mod-
els of a~ssociative learning, with particular focus on two fea-
tures: the ability to form ’concepts’ by extracting patterns
from the sensory data, and the capability of dealing with
embodied agents (Stewart, 2000a). These features are not
readily apparent in any one model, but the architecture of
these models is such that they may be able to complement
one another in a combined system. The key models investi-
gated were Theory of Neuronal Group Selection (Edelman,

1987), Rectified Gaussian Belief Networks (Hinton et al,
1997), and Distributed Adaptive Control (Verschure, 1998).

The methodology proposed is to subject a given embod-
ied implementation of a learning agent to an evaluation of
its observable behaviour, in order to determine whether its
performance evidences the typical characteristics of human
and animal learning. Identifying where performance con-
forms and/or deviates from paradigmatic patterns of be-
haviour provides a basis for identifying those a~spects of nat-
ural learning not yet encompassed by the learning algorithm.

This might then go on to suggest either where appropriate
modification of the algorithm could lead to improved confor-
mity; or why the learning algorithm is, in principle, unable
to support the full spectrum of typical behaviour.

Furthermore, this approach provides a context for evalu-
ating concept formation. The ability to perform some con-
sistent action whenever confronted with a situation that the
observer would identify a~s a particular concept, is some-
thing that can be tested experimentally. If the response of
an embodied agent demonstrates that it can differentiate be-
tween situations which reflect the absence or presence of this
underlying concept, then one can argue that the agent has
formed a representation of that concept.

Learning Processes
The learning paradigm selected for initial application of this
methodology is that of Cla~ssical Conditioning. The argu-
ments for this (more fully documented in Stewart, 2000b)
are that it is an example of natural associative learning found
in even the simplest of organisms.

Cla~ssical conditioning is, in essence, the forming of asso-
ciations. Initially, a certain stimulus (unconditioned-US) is
a~ssociated with a certain response. The experimenter then
presents a new stimulus (conditioned-CS) at the same time
a~s the initial stimulus (US). After a few repetitions, the sub-
ject will give the response when presented with the new
stimulus (CS) by itself.

The simplest rule for forming these associations in an ar-
tificial learning system is t-Iebb’s rule. With this, the con-
nection between any two components in the system should
be strengthened if both of those components are active at the
same time. This rule would therefore seem to be an appro-
priate candidate for a learning algorithm emulating associa-
tive learning in the cla~ssical conditioning sense.
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Let us consider the stimulus of a ringing bell which acti-
vates a node in the network at the same time as a presence-
of-food node is active. Initially, the food node is strongly
connected to the salivation node (perhaps by genetic design,
or perhaps by previous learning), causing that node to be-
come active. With the bell node active at the same time
as the presence-of-food node, the connection between them
would increa~se. If this happens a few times, then the new
connection will become strong enough to activate the saliva-
tion node by itself.

Note that this will only happen if the a~ssociation is a reg-
ular occurrence. Thus, this sort of a~ssociation formation is
actually an identification of regularities in the environment.
This observation leads us to believe that a real model of clas-
sical conditioning will include concept formation/detection
as an integral part.

In this overly simplified example, the concepts that the
agent is creating are directly specified in its sensory data.
A more complex learning algorithm would be needed to al-
low the agent to handle more subtle concepts, where those
features of its environment that are relevant are not neatly
presented to individual sensors. In real life, relevant data is
distributed across many sensors and multiple sensory modal-
ities.

Also it is observed that many learning algorithms (includ-
ing the one discussed above) generally start from an unini-
tialized (or random) start state, then proceed to some final
’learned’ state via acquisition, stopping there. It is not clear
that, a~s a learning process, this is sufficient. In particular,
what may be deemed appropriate a~ssociations are likely to
change over the lifetime of an individual, rather than remain-
ing fixed or static. In contrast, classical conditioning in-
cludes the ability to un-learn associations that are no longer
valid, and to learn to discriminate between initially similar
patterns. It is certainly arguable that these features are nec-
essary for a creature to deal with a complex and changing
environment.

Experiments with an Embodied Agent
The methodological approach is demonstrated through its
application to the reimplementation of Distributed Adaptive
Control (DAC2). The roots of DAC2 start in a paper 
Verschure and Coolen (I 991), where they develop a connec-
tionist model based on classical conditioning.

What makes this model relevant is that it is not limited to
the sort of local representation found in the purely Hebbian
example above. The stimulus patterns between which asso-
ciations are formed can be completely arbitrary, thus freeing
the system to respond to non-trivial concepts. Furthermore,
the model ha~s been designed to exhibit the classical con-
ditioning features of blockingt and second order condition-

LWhen multiple new stimuli are being learned, the learned as-
sociation strengths between the new stimuli and the unconditioned
stimuli are not independent of each other. Instead, the one new
stimulus with the most predictive power (i.e. the one that is experi-
enced most often with the unconditioned stimulus) keeps its strong
association with the unconditioned stimulus, and the other stimuli
get a lower association than they would normally.

Rahge
Sensors

connection

Conditioned
Stimulus

"~’~ Unconditioned
-"* Sfimutus

Response

Co~hsion
Sensors

1
Hard-wired
prespecified
connection

w~ights

Motor Actions

Figure 1:DAC2 Architecture

ing2.

The actual DAC2 learning algorithm is an approximation
to the theoretical model, so as to be implementable in a phys-
ical robot) However, it does seem to inherit the major prop-
erties of the theoretical models.

In the final DAC2 architecture, there is a clear distinction
between unconditioned sensors, which are hard-wired to
elicit a particular response, and conditioned sensors, which
become a~ssociated with particular unconditioned stimuli. In
the standard implementation, the unconditioned sensors de-
tect physical collisions between the agent and its environ-
ment, and the conditioned sensors detect the range from the
robot to solid obstacles in various directions. Initially, the
robot uses only its collision sensors to perform a hard-wired
movement task by moving forward if there is no current col-
lision, and turning away if there is a collision.

At the outset, the system does not use its conditioned sen-
sors, as no associations have been formed. However, as
the agent explores its environment, a~ssociations are slowly
formed. In particular, if the agent forms an association be-
tween nearby obstacles and the activation of its collision sen-
sors, then it should (and, indeed, does) turn when near an ob-
stacle, even though the collision sensor ha~s not been directly
activated. The pattern in the conditioned sensor creates the
associated pattern in the unconditioned sensor, leading the
robot to turn. The model is also capable of handling multi-
ple types of CS and US sensors.

This system was re-implemented and validated, and a se-
ries of experiments were performed to compare its associa-
tive learning characteristics to those of classical condition-
ing (Stewart, 2000b).

2The association of a second CS with the first CS resulting in
the extension of all the properties of acquisition to the second CS

3A complete description of the actual DAC2 architecture and
its more recent extensions, with particular focus on its connection
to classical conditioning, can be found in (Verschure and Voegtlin,
1999) and (Voegtlin and Verschure, 1999).
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The key question at hand was to determine if DAC2 is
an effective model which explains associative learning in a
manner consistent with classical conditioning. The original
DAC2 experiments had shown only that DAC2 wa~s capable
of a particular a, spect of classical conditioning. This aspect,
the ability to form an association between a new stimulus
pattern and an old stimulus pattern (acquisition), is at the
core of classical conditioning, but it is not the full story. A
hundred years of psychology experiments have uncovered
many other quirks and characteristics of classical condition-
ing, each of which may well be vital to explaining the ef-
fectiveness of this style of learning. For example, the ability
to acquire associations may not be very useful without the
ability to have these a~ssociations extinguish over time if the
learned pattern is no longer applicable.

These tests can be divided into two parts. The first part
explores DAC2’s concept formation abilities: the sorts of
concepts (i.e. regularities) it is able to develop. The second
part examines the more standard aspects of classical condi-
tioning: acquisition, extinction, generalization, and discrim-
ination.

Concept Formation

The study of concept formation is not particularly common
in associative models. In most models of classical condition-
ing, the concepts do not need to be extracted from the sensor
data, since the sensor data directly presents those concepts
that the agent is supposed to learn about.

Also, the very process of determining if a concept is
formed is problematic. How can we evaluate whether the
agent has formed a particular concept? This is a question
about mental states and the internal workings of the agent’s
’mind’. Even with DAC2’s simple architecture, it is not
ea~sy to analyse the resulting neural network to determine the
presence of various concepts. Indeed, according to the dy-
namical systems view (cfvan Gelder, 1998), these concepts
may not be found by looking solely at the organism’s inter-
nals; instead, the outside environment must be examined as
well. Thus, we can only answer this question by looking at
the actions of the agent within its environment.

The concept formation experiments revolve around a test
which operationalizes the definition of a ’concept’ in a man-
ner that is based on potential utility to the agent. In other
words, it is based on the agent being able to make predic-
tions about its environment. Thus, the determination as to
whether a certain concept exists is done by examining the
behaviour of the organism. This side-steps the issue of how
concepts are represented in the brain by providing a func-
tional test for the concept. In DAC2 we do this by seeing if
the agent behaves as if it has a certain concept. To start with
a simple concept, how can we test to see if it can learn the
concept of "being near a wall"?

One way to do this would be to see if it could form an
association between "being near a wall" and some uncon-
ditioned stimulus. We can thus change the question from
"does it have this particular concept?" to "can it perform
some consistent action whenever confronted with a situa-
tion that we would identify as a particular concept?" This is

a question which can be directly tested through an experi-
ment.

We do this by taking an unconditioned stimulus-response
pair. This is a very simplistic S-R configuration, with one
neuron for the stimulus, which is directly wired to the one
neuron response. This can be thought of in a similar manner
to the presence of food causing drooling, or any other stan-
dard unconditioned situation. Now, we allow the robot to ex-
plore its environment, and whenever it encounters whatever
concept we wish it to learn, we activate this new stimulus.
For example, whenever the robot comes "near a wall", we
can trigger the unconditioned stimulus, which fires the un-
conditioned response, which we can record. We now run our
experiment to see if the robot can learn associations ba~sed
on this concept. In other words, can it use its other sensors
(i.e. the range sensors) to predict this concept of being near
a wall?

Of course, the a~ssociations it can learn can only be based
on the sensor system available to the robot; however, if a
regularity in the sensory pattern, consistent with a concept,
can be detected by the robot, it can nonetheless be said to
have learned that concept. For example, the robot might be
able to learn the concept of ’being near blue objects’ even
without being able to detect colour. This could happen if
there is some other regularity in the environment that corre-
lates with the blue objects. If the blue objects are generally
set apart from other objects, the robot may be able to seize
upon that feature instead.

This observation is not a problem for this set of experi-
ments. Indeed, it merely points out a truth in all experimen-
tation based on concepts: there is no guarantee that the con-
cept the experimentor is using matches perfectly with the
concept that the organism is using. This is simply some-
thing which should be kept in mind while performing and
interpreting these experiments.

To analytically determine if a given concept can be
learned, we allow the agent to encounter the concept in the
manner described above for a given period of time. Then,
we mea~sure the agent’s predictive abilities for that concept.
Two separate measures are needed here: a positive accuracy
(how accurate the agent is at correctly identifying the con-
cept when it should be there) and negative accuracy (how ac-
curate the agent is at determining the concept is not present).
If both of these measures are above 0.5, then we can reason-
ably say that the concept has been learned.

Experiments were carried out for the concepts of "near a
wall", "in a comer", and "in a corridor". For the first two
concepts, the distance theshold was varied, and for the third
concept, the width of the corridor was varied. In all cases
other than for very wide corridors, DAC2 was able to suc-
cessfully learn the concept. However, DAC2 was unable to
learn the inverse of these concepts. This difficulty is not un-
common to learning systems of this type, however. DAC2 is
closely related to Hebbian learning, and inherits its property
of associating large values with other large values. In other
words, it cannot form an association between one value be-
ing large and another being small. In statistical terms, this
style of learning works solely on positive correlations, not
negative ones. This is an important limitation on DAC2’s
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Figure 2: Accuracy Results

abilities, and one not pointed out by the initial research.
In an attempt to determine if this is the only problem with

learning these negative concepts, an experiment was done
exactly as above, but with the range sensors reversed. That
is, their output was set to be 1 minus their normal output
(bounded by 0 and 1). This resulted in a vastly improved
positive accuracy (approximately 0.95), but poor negative
accuracy (no more than 0.3). It seems clear from these re-
sults that the sorts of patterns DAC2 is capable of finding are
highly dependent on the details of the raw sensory data, and
will thus function very differently given different represen-
tations of the same environmental regularities.

Features of Conditioning

The further experiments which look at various standard fea-
tures of classical conditioning are very typical experiments,
based directly on those found in undergraduate psychology
textbooks (cf Atkinson and Hilgard, 1996). The only dif-
ference here is that they are being applied to a simulated
organism, rather than an organic one. The results are thus
directly comparable to the expected results in behavioural
science. Deviations from the ’natural’ results indicate the
areas in which DAC2 does not match well with real classi-
cal conditioning.

It is hoped that these tests are not solely applicable to
DAC2. It should be possible to run the same set of tests on a
different learning algorithm. This could provide a solid ba-
sis of comparison for researchers trying to emulate classical
conditioning.

Since these tests are to be directly compared to results de-
rived from experiments on living creatures, it is important to
make the DAC2 situation as close as possible to the real-life
situation. For this reason, some of these experiments do not
use stimuli that are patterns to the agent, but rather use a lo-
cal representation. That is, associations are formed between
single sensor nodes. This is because the live experiments do
not consider the concept formation requirements of classi-
cal conditioning in any way. They consider something like
"hearing the sound of a bell ringing" to be a single sensory
input.

The acquisition experiments simply presented DAC2 with
a single CS and US. By varying the temporal overlap, we
were able to examine how the system deals with simultane-
ous, delayed, and trace conditioning4. Unsurprisingly, asso-
ciations were successfully formed for the first two types, but
failed on trace conditioning. In trace conditioning, the CS
and US are never present at the same time, and DAC2 was
unable to form the connection. Also, the response to de-
layed conditioning, while successful, was atypical of clas-
sical conditioning; the agent would, in fact, respond more
stongly to the CS by itself, as compared to the CS and the
US together.

A single explanation underlies the results from the simul-
taneous and trace conditions. In both cases, the strength of
the learned association is based on the amount of time the
agent has been exposed to the relationship, not the number of
times the relationship has been shown to it. For instance, an
association can be fully formed by presenting the US and the
CS together once for a long period of time, rather than pre-
senting them for short periods of time over and over again.
How long this period of time has to be can be tuned via the
learning rate. Hence under trace conditioning, the agent is
exposed not at all to the relationship, so fails to learn, and
under simultaneous conditioning associative learning takes
place according to the learning rate.

We can also explain the delayed conditioning result purely
by appealing to the mathematics of the learning algorithm.
In the limit, the strength of the connection between the CS
and US settles to a value of 1 if the US is not present, and
only 0.618 if both are present. Note that this analysis is only
valid for situations where the CS and US are represented by
single sensory nodes.

Extinction experiments involve determining how long a
response continues after the CS is no longer followed by the
US. The results on this test show that DAC2 is completely
unable to lose an association. This is in stark contrast with
natural learning.

4In simultaneous conditioning, the CS and US are presented
concurrently. In delayed conditioning the CS precedes the onset of
the US, but their activation overlaps. In trace conditioning there is a
delay between activation of the CS which ceases prior to activation
of the US.
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To study generalization, DAC2 was first trained to recog-
nize the concept of a corridor of one particular width, and
wa*s then exposed to corridors of varying widths. In this
ca*se, there was none of the expected generalization drop-off.
That is, the system trained on corridors of width 100 units
responded to corridors of width 70 identically to a system
initially trained on a width of 70 units.

In natural generalization, the creature would respond most
strongly to the particular situation it wa*s trained on, and less
strongly to situations similar to that one. This was not the
case with this test on DAC2.

Extending the generalization experiments were the dis-
crimination experiments. Here, the system was alternately
exposed to corridors of differing widths. The concept sensor
was activated for the first width, but not for the second. In
classical conditioning, it is expected that the creature would
initially respond to both widths, and then over time learn to
respond to just one. This effect was not seen in DAC2.

Owing to the system’s lack of extinction abilities, these
results are not unexpected. In order to specialize, it is neces-
sary for the system to lose the previous related association.

Conclusion
The final result is that while Distributed Adaptive Control
may show the surface capabilities of cla*ssical conditioning
(the ability to have a conditioned stimulus act a*s a predictor
for an unconditioned stimulus), it does not have the deeper
abilities of classical conditioning. In particular, the types
of concepts it can extract are limited by having to a*ssociate
large values of one sensor type with large values in another
sensor. Also, it does not exhibit the property of extinction,
meaning that it cannot lose a*ssociations which are no longer
valid.

Without extinction the agent cannot adapt to a changing
environment, nor can it adjust and fine-tune its learned asso-
ciations to become more appropriate. Adding this to DAC2
is non-trivial: it is not sufficient to merely implement a de-
cay parameter that causes a~ssociations to disappear slowly
over time. A true extinction system could perhaps be based
on looking at when the predictions of the system are wrong,
not purely ba*sed on how often they are used. Such a model
may even use a learned inhibition to handle the extinction,
and then a decay in that inhibition could explain sponta-
neous recovery5. How such a system would interact with
the concept-formation characteristics embedded in this view
of classical conditioning is unknown.

The second major issue is the limitations in the sorts of
’concepts’ that can be formed. We have seen how DAC2
is only capable of forming associations between fairly sim-
ple patterns, and that it has severe difficulties in forming a*s-
sociations ba*sed on negative correlations. To combat this
problem, the reader is directed to (Stewart, 2000a), which
presents many approaches which seem suitable for finding

5Having extinguished an association, and following a period
of absence for either the CS or the US, natural organisms dis-
play a sudden recovery in the association between CS and response
(which in the absence of the US quickly falls off again).

more complex patterns. In particular, the sparse representa-
tion networks may be a richer source for forming concepts.

Also, there ha*s been an underlying theme in this paper
about combining concept formation with conditioning. We
have seen that these two aspects of learning may be tightly
related, and are, at the very lea,st, dependent on one another.
What use is conditioning without found regularities in the
environment on which to do the conditioning? And what
use is concept formation if you are not doing anything with
those concepts? It seems fruitful to investigate these two
issues together.
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