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Abstract

We describe how entangled quantum states can aid in
coordination, cooperation and resource allocation in
multi-agent systems. These protocols provide alterna-
tives to conventional methods, with different trade-offs
of capabilities and information privacy. We also present
results of human-subject experiments with simulated
versions of some of these methods, showing people can
learn to use entangled states effectively without train-
ing in quantum mechanics. Thus these quantum proto-
cols are suitable for mixed systems consisting of human
and software agents. These techniques are beneficial
with even a few bits and operations, making their phys-
ical implementation much easier than quantum applica-
tions to hard computational problems such as factoring
or search.

Introduction
Proposed applications of quantum information process-
ing (Nielsen & Chuang 2000) mainly focus on hard compu-
tational problems, such as factoring and search, and crypto-
graphic key exchange. However, the ability to distribute and
manipulate entangled particles also offers a new resource
to aid multiparty strategic decision-making, giving rise to
mechanisms based on quantum games (Meyer 1999; Eis-
ert, Wilkens, & Lewenstein 1999; Eisert & Wilkens 2000;
Du & others 2002a; 2002b; Benjamin & Hayden 2001).
By altering the strategic incentives, such games offer novel
mechanisms for multi-agent systems, consisting of software
agents, robots, people or combinations of these. For ex-
ample, the alteration of the quantum state upon observation
can prevent agents from learning details of the state created
by other agents. This information hiding can simplify the
design of agents since there is no need to consider strate-
gic consequences of information that is used by never avail-
able to other agents. More generally, quantum mechanisms
change the range of choices within a game, giving the pos-
sibility of more favorable strategic outcomes than the corre-
sponding classical mechanism.

Quantum mechanisms for multi-agent systems could be
useful with even a modest number of quantum bits, and
hence aid in developing commercial applications of early
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quantum information technology (Spiller & Munro 2006).
The mechanisms rely on distributed access to a source of en-
tangled particles (Lloyd, Shahriar, & Hemmer 2004), analo-
gous to the current reliance on utilities providing telecom-
munications. The ability to exchange entangled states
over distances of tens of kilometers and perform coher-
ent operations on a few states has already been demon-
strated (Stucki & others 2002; Vandersypen et al. 2000;
Steffen et al. 2003). Thus the technological basis for imple-
menting economic mechanisms is likely to arise well before
applications, such as factoring large numbers, requiring long
coherence times on many bits.

In this paper, we describe using entangled states for three
key interactions among self-interested agents: coordination,
cooperation and resource allocation. Specifically, we dis-
cuss quantum protocols for 1) helping agents coordinate be-
havior in the presence of an adversary (Huberman & Hogg
2003; Mura 2003), 2) inducing cooperation in a public-
goods scenario, in which each agent is tempted to free-ride
on the efforts of others, without relying on reputation or
a trusted third party enforcer (Chen, Hogg, & Beausoleil
2002; Zhang & Hogg 2003), and 3) allocating resources
with allocative externalities via auctions that maintain pri-
vacy of agent preferences (Harsha, Hogg, & Chen 2006 in
preparation). These three protocols have increasing require-
ments for physical implementation: first, distributing, stor-
ing and measuring entangled states; second, performing a
single operation on such states; and, third, performing a se-
ries of operations with repeated communication of entangled
states among the agents. Before describing these protocols,
we discuss evaluating their behavior, including their use by
people as part of a multi-agent system.

Evaluating Quantum Protocols
Determining how realistic agents may use quantum mech-
anisms is important before investing considerable effort in
physically implementing the mechanisms. Moreover, under-
standing actual behavior could help improve mechanism de-
sign by indicating how to structure a quantum mechanism to
facilitate learning and performance. We consider both theo-
retical and empirical approaches to this question.

Game theory provides a theoretical framework for evalu-
ating the behavior of idealized rational agents facing strate-
gic choices. This theory applies to protocols involving quan-



tum entanglement, though generally involving a larger range
of choices than in conventional games.

For example, a two-state quantum system (a qubit) can
be placed in arbitrary superpositions of those two physical
states. Such superpositions are linear combinations of the
two states, denoted as a |0〉+b |1〉 where a and b are complex
numbers and |0〉 and |1〉 denote the two states (e.g., horizon-
tal and vertical polarization of a photon, or spin up and spin
down of an electron). Upon measurement of such a superpo-
sition, one observes either 0 or 1 with probabilities |a|2 and
|b|2, respectively. When manipulating such superpositions,
agents can choose to apply any single-qubit operator, whose
general form is defined by three angles θ, φ, α as the matrix

U(θ, φ, α) =
(

e−iφ cos θ
2 eiα sin θ

2

−e−iα sin θ
2 eiφ cos θ

2

)
(1)

up to an irrelevant overall phase factor. Multiplying a su-
perposition, viewed as a 2-element vector, by this matrix
produces another superposition. By contrast, in a classical
game with a single bit, the only choices are the identity and
inversion operations.

Game theory usually expresses the strategic consequences
of a set of choices and specified payoffs for the possible out-
comes in terms of equilibrium concepts (Eisert & Wilkens
2000), with the presumption that players’ choices will cor-
respond to an equilibrium. In particular, a Nash equilibrium
is a set of choices for the players for which no single player
can increase their payoff by making a different choice. A
game may have zero, one or many such equilibria. A more
complicated situation involves mixed-strategy equilibria, in
which players select among various choices randomly ac-
cording to a particular probability distribution with no gain
possible for a single player choosing differently.

Unfortunately, agent behavior does not always correspond
to the predictions of game theory, even when there is a
unique equilibrium. This is true for both human and soft-
ware agents, due to various computational and behaviorial
limitations on full rationality assumed by game theory. In
the case of humans, game theory often assumes unrealis-
tic levels of player rationality (Palfrey & Rosenthal 1991;
Camerer, Ho, & Chong 2004). Furthermore, people are as-
sumed to understand fully the consequences of manipulat-
ing quantum states. In fact, people have particular difficulty
achieving rational play predictions for games involving mul-
tiple mixed-strategy Nash equilibria and probabilistic out-
comes (Camerer 1995). Such properties are often found
in quantum games. Similarly, full rationality for software
agents may require they solve NP-hard combinatorial prob-
lems and simulate other agents doing the same, so their de-
sign may instead involve approximate heuristic methods to
determine their choices, leading to systems whose behavior
does not match predictions of game theory.

Thus the suitability of quantum mechanisms depends not
only on how they may function in theory but also on how
people would use them or program software agents to use
them. Because people have limited intuition for the behavior
of quantum entanglement and little experience with games
involving such states, people may face significant challenges
in choosing appropriate actions in such games or designing

agents to do so on their behalf. As a first step to address
the question of actual behavior with quantum protocols, we
studied human behavior in a laboratory setting.

Instead of waiting for development of a physical imple-
mentation of distribution and storage of entangled states and
quantum operations on those states, we simulated all the
quantum components since people in a laboratory setting
would not be able to tell the difference. Specifically, instead
of performing operations on physical quantum states, play-
ers sent their choices of quantum operators to a computer
server which then performed the operations on simulated
quantum states. Simulation of quantum games (van Enk &
Pike 2002) is suitable for laboratory studies which guarantee
participants follow the rules of the game without need for the
security properties of a physical implementation or develop-
ing the legal sanctions of real economic contracts. More-
over, the games we consider involve only a modest number
of qubits, so the exponential increase in time and memory
required for simulating quantum operations on conventional
machines is not significant. From a research perspective, a
simulation of a quantum game has the additional advantage
of allowing a detailed analysis of behavior, since it gives ac-
cess to the operators and probabilities of each possible out-
come, not just the single observed outcome.

We implemented both classical and quantum versions of
the games using the HP Experimental Economics software
platform (Chen & Wu 2003). These economic experiments,
in which people were paid according to how well they per-
formed in the game, each consisted of a series of periods
played over a few hours. In each period, players were ran-
domly assigned into smaller groups, e.g., groups of three
people, and the people in each group played a game inde-
pendently of the other groups. Players received experimen-
tal dollars based on the payoffs from the choices they and
others in their group made in each period of the experiment.
The exchange rate of experimental dollars into real dollars
(paid at the end of the experiment) was announced in ad-
vance. In the quantum games, players specify a choice of
quantum operator defined in Eq. (1). To do so they spec-
ify the angles corresponding to their choice. In the exper-
iments with the auction mechanism described below, only
the first column of the operator is relevant for the outcomes,
in which case players specify only two angles: θ and φ. Be-
fore the experiments, instructions and a required quiz were
available. The experimental sessions started with a review of
these instructions and a brief practice session with the game
software.

Coordination
Coordination challenges for multi-agent systems arise when
agents must make correlated choices to achieve high pay-
off. These situations may involve sharing a common re-
source that only one agent at a time can access, or agents
helping each other perform a task beyond the ability of
a single agent (Lerman & others 2001). From a game-
theory perspective, a coordination problem (Shelling 1960;
Fudenberg & Tirole 2000; Camerer 2003) involves a payoff
matrix which yields several Nash equilibria. These equilib-
ria may give the same payoff to all players, in which case



the problem is for them to agree on which one to use, or dif-
ferent payoffs, leading to a competitive coordination game
in which players prefer different equilibria. More generally,
games with multiple equilibria may require players to coor-
dinate their choices to achieve a particular equilibrium (Au-
mann 1974). Without such coordination the players can
spend inordinate amounts of time trying to settle on an equi-
librium, with consequent loss of the opportunity for high-
payoff from coordinated choices.

A simple example of a cooperative coordination game is
two people choosing whether to drive on the left or the right
side of the road. The payoff matrix for this game involves a
benefit if players make the same choices and a large penalty
for opposite choices. Thus this game has two Nash equilib-
ria, with equal payoffs, corresponding to both drivers choos-
ing the same side of the road. The coordination problem
consists in both drivers finding a way to agree on which side
of the road to drive.

Coordination becomes more difficult in competitive con-
texts, e.g., with an adversary whose payoff depends on pre-
venting other agents from agreeing on their choices. Inter-
esting competitive coordination games arise, for example, in
the case of two players trying to coordinate on a mixed strat-
egy against a third one without resorting to previous agree-
ment or communication (due to concerns of the adversary
learning the coordinated choice in time to act to reduce its
payoff). For example, consider two military allies, on oppo-
site sides of a field, who want to get a target held by an ad-
versary on either the left or right sides of the field. The first
of the allies can create a distraction. The other has the per-
sonnel and equipment needed to find the target provided they
can do so undisturbed. The allies need to decide whether to
send their forces to the left or right sides of the field. For any
chance of success, the distraction from ally 1 must be on the
opposite side of the field from where ally 2 goes. The result-
ing payoffs express the fact that ally 2 must choose the same
place as where the adversary hid the target (which will hap-
pen 1/2 the time in case the adversary uses a mixed strategy
of each choice randomly selected with equal probability),
but also be sure to do the opposite of ally 1. The allies wish
to avoid communication and want to delay their decision as
long as possible since the adversary could move the target
if he knows which choice the allies make well in advance
of their action, for example by spies or eavesdropping. This
game has a mixed strategy equilibrium and the requirement
for anti-correlation among the allies. Specifically, the adver-
sary could select each choice with probability 1/2. If the
allies similarly make random choices without coordination,
their expected payoff is only 1/4. If instead they always co-
ordinate their choices, i.e., never have both picking left or
both picking right, their expected payoff increases to 1/2.

These and many other instances of coordination problems
can be solved in several ways. One solution resorts to a third
party who knows the preferences of the participants and has
the authority to pick an equilibrium which is then broad-
cast to the players. In the case of competitive coordination
problems the third party, e.g., a government, may also have
enforcement powers, since some players may wish to move
the group to another equilibrium with higher personal utility.

Another solution to coordination problems involves commu-
nication among players so that they can negotiate a choice.
In the case of cooperative games even one player flipping a
coin and broadcasting the result as the corresponding choice
provides an effective solution. In a competitive setting, the
negotiation is more complicated as different players may
prefer different equilibria. A third mechanism for solving
coordination problems invokes social norms, in which com-
mon knowledge of the participants’ preferences can distin-
guish one equilibrium from the others, as in the case of
choosing the largest river as a boundary between two coun-
tries. Such distinguished equilibria are often called focal
points (Shelling 1960; Huyck, Battalio, & Rankin 1997).

While these mechanisms can solve coordination prob-
lems, there are times when none of these options are avail-
able, either because they are too expensive, slow or diffi-
cult to implement, or because privacy concerns about reveal-
ing preferences to third parties. Furthermore, a constraint
from a larger context, such as the need to use a mixed strat-
egy, might make it disadvantageous for players to have their
choices revealed in advance. For instance, relying on com-
munication could fail if jammed by an adversary, or used to
identify the fact that players are communicating from spe-
cific locations – information that in itself could be damaging
to reveal. In particular, if one player awaits an acknowl-
edgement from the other, uncertainty over whether lack of
response is due to jamming the response or lack of recep-
tion of the original communication could prevent establish-
ing common knowledge needed for coordination.

The requirement for random but correlated choices with-
out communication at the time the choices are made could
be achieved by flipping a coin in advance, setting another
coin to match the first one, hiding each coin in a separate
box, and giving one box to each player. Opening a box at
some later time gives an outcome correlated with that of the
other player. A corresponding algorithmic approach would
be prior agreement on a secret seed for use with a pseudoran-
dom number generator. This amounts to prior agreement on
the method for determining a choice, rather than the choice
itself. Still, an adversary could learn this method of how the
players will choose long before they actually do, use it to
determine the choice to be made, and thus adjust its strategy
accordingly.

If these considerations lead the players to prefer not us-
ing these conventional techniques, it would appear that the
only choice left for the participants is to choose at random
which strategy to pursue, which would lead to many in-
stances of coordination failures and a consequent reduction
in their respective payoffs, especially with a large number
of agents. Nevertheless, a protocol using quantum entangle-
ment provides an alternative solution to coordination prob-
lems without communication, trusted third parties or pre-
arranged choices. It thus provides an additional option for
addressing coordination problems, with a different set of
strengths and limitations from those of the conventional ap-
proaches.

The quantum protocol involves creating entangled states
among particles which are held separately by the partici-
pants (Huberman & Hogg 2003). Players can measure their



particles independently, to achieve a random choice corre-
lated with all other players. The randomness avoids the risk
of revealing a prearranged choice and the correlation ensures
coordination without communication.

In the simplest case, where players face two choices, A,
and B, they can use entangled particles with two physically
observable states, such as their spin or polarization. These
states are, by prior agreement, mapped to the two choices
(e.g., spin up corresponds to choice A). The particles are
created in the entangled state (|AA〉+ |BB〉)/√2, and each
agent takes physical possession of one of the particles. At a
time of their choosing, each participant observes their par-
ticle, resulting in either A or B as the outcome, and makes
the corresponding choice. The key aspect that makes this
technique different from random choices is that entangle-
ment implies a definite correlation between the two mea-
surements, i.e. both players get either outcome A or B, ir-
respective of the spatial separation between them, and with-
out communication. Entanglement thus allows players to
get correlated random bits, without communication or prior
agreement on the specific choices they will make. Conse-
quently, they can use these bits to coordinate their choices.

Inducing Cooperation
Self-interested agents can face social dilemmas in which the
group as a whole benefits if agents incur some individual
costs, but each agent is individually better off by free-riding
on the efforts of others in the group (Hardin 1968). A pro-
totypical example of the challenge for inducing cooperation
is a generalization of the Prisoner’s Dilemma to n players.
Specifically, we consider a contribution game in which each
of the n players is given an initial wealth W and must de-
cide whether to keep it or contribute all of it to the group.
The “public good” each player receives is equal to the frac-
tion a/n of total contributions from the group, where a, be-
tween 1 and n, is a multiplier giving the increased value
of the public good to the group as a whole. Thus if ci de-
notes the amount, 0 or W , player i contributes, the payoff
to player i is W − ci + a

n

∑n
j=1 cj . Since a < n, each

player obtains a higher payoff by not contributing no mat-
ter what choice other players make. If all players make this
dominant choice, each receives a payoff of W . On the other
hand, if they all contribute, each payoff would be the larger
value aW . Thus, the dominant strategy equilibrium is not
efficient: the group is better off if all contribute, but each
person prefers not to contribute and free-ride on the public
good produced by others’ contributions. While this simple
game ignores real world issues such as heterogenous prefer-
ences and the ability to contribute a fraction of one’s wealth,
it captures the essence of the social dilemma posed by pub-
lic goods economics. The two-player version of this game is
the well-known Prisoner’s Dilemma.

We compare behavior of the conventional (“classical”)
and quantum versions of the game.

Quantum Protocol
The quantum version of the contribution game only requires
manipulation of pairwise entangled quantum states, which

are far easier to implement than those using higher-order
entangled states. Specifically, in the game we study (Chen,
Hogg, & Beausoleil 2002), for n players, a source creates
n(n − 1)/2 entangled pairs of qubits and sends them to the
players so that each pair of players in the group shares an
entangled pair of qubits. The game consists of simultane-
ously played “mini-games” between each pair of players,
using their shared entangled qubits. Thus each player par-
ticipates simultaneously in n − 1 mini-games. For simplic-
ity, players are constrained to make the same choices for all
of their mini-games. In the case of homogeneous prefer-
ences and randomly selected groups that we study, relaxing
this constraint does not change the strategic aspects of the
game (Zhang & Hogg 2003). A player’s choice in the game
consists in applying a single one-bit quantum operator, given
by Eq. (1), to each of their n − 1 qubits. The players then
return the qubits to the source which applies the inverse of
the original entanglement operation to each pair and mea-
sures the bits. For each player, if any of their n − 1 bits is
observed to be a 1, they contribute to the public good, i.e., in
effect they preauthorize a charge to their account based on
this outcome. This quantum game has no dominant strategy,
and multiple mixed-strategy Nash equilibria, each with the
expected payoff to each player of W (a − (a − 1)2−(n−1)).
This is better than the classical game’s equilibrium payoff
W , and only slightly below the efficient outcome, aW , for
large n. This quantum game generalizes the classical one
in that a restricted set of choices for the quantum operators
exactly reproduce the choices and payoffs of the classical
public goods game.

Game theory predicts contribution rates of the quantum
version will be closer to the economically efficient level
than those of the classical game (Chen, Hogg, & Beausoleil
2002). Moreover, the economic efficiency of the quantum
game is predicted to improve with group size. This pre-
dicted improvement contrasts with the conventional obser-
vation that, in practice, free riding becomes more likely as
group size increases due to the increased difficulty of mon-
itoring behavior of group members (Glance & Huberman
1994).

Human Behavior
We examined human performance with a simulated version
of the public goods game (Chen & Hogg 2006). Each exper-
iment consisted of a series of periods. Players were random-
ized into groups of size n at the beginning of each period.
This randomization reduced reputation or repeated game ef-
fects (Axelrod 1987) by increasing player anonymity to ex-
acerbate the free-rider problem, thereby providing a chal-
lenging test case for an economic mechanism.

In the quantum game, each player picks three angles spec-
ifying a one-bit quantum operator given by Eq. (1). We pro-
vided two what-if scenario tools showing the consequences
of players’ choices in the mini-game. The first tool allows a
subject to specify his own choices and a guess of the oppo-
nent’s choice. The tool then shows the probability of the four
possible outcomes of a mini-game (i.e., measured bit values
00, 01, 10, or 11). The second tool takes a guess of the oppo-
nent’s choices and shows corresponding choices the player



could use to produce each of the four possible outcomes with
probability one. To facilitate co-ordination between play-
ers, in each period we allowed subjects two rounds of com-
munication. This communication tool allowed each player
to broadcast a set of three numbers to other members of
the group. Players could use this communication as they
wished, with no suggestions provided in the instructions.
After the communication rounds, players entered their ac-
tual choices. Participants then learned the outcome but not
the actual choices made by their opponents.

Game theory indicates the value of a (between 1 and n)
has no effect on equilibrium contributions in either the quan-
tum or the classical version of the game. However, a higher
a means subjects gain more if they cooperate and could af-
fect actual behavior. To address this possibility, we exam-
ined two cases. First, we used a = 0.75n, so the differ-
ence in payoff to each person when everyone contributes
and when no one does, (a − 1)W , grows with n. Thus as
group size increases, people have more to gain by finding
a way to create the public good rather than not producing
any. However, the temptation to defect remains constant: no
matter what contributions others make, an individual gains
(1 − a/n)W = 0.25W by not contributing. This choice
of payoffs corresponds to a public goods scenario, such as
building a local park, in which the quality of the good in-
creases with the size of the group involved. This situation
provides a stringent test for whether the quantum game can
outperform the classical one, especially in the small groups
feasible to test in the laboratory, because some altruistic be-
havior is often observed in relatively small groups whereas
larger groups tend to be more anonymous and each person’s
contribution is a smaller fraction of the whole, leading to
greater likelihood of free riding. Thus the increasing bene-
fit of the public good with group size may lead the classical
game to have significant contribution rather than the game
theory prediction of none.

The second choice for a was the fixed value a = 1.5,
independent of group size. In this case, the difference in
payoffs between everyone contributing and nobody con-
tributing is independent of n while the temptation to defect,
(1 − a/n)W , increases with n. With relatively less to gain
from the efficient outcome of all contributing, and less in-
fluence on that gain as the group size increases, we expect
the classical game contribution to be smaller than when a
increases with group size. Thus this scenario provides a dif-
ficult case for public goods provisioning. In this case, our
main interest is not just whether the quantum version is more
efficient than the classical one, but rather whether the quan-
tum version can provide a significant level of contribution at
all.

We ran six experiments (Chen & Hogg 2006), with group
sizes of 2 to 4 and 6 to 16 total participants. In all but the
first experiment, the participants played both the classical
and quantum versions of the game during a single afternoon.

In all experiments, the levels of contributions in the quan-
tum games exceeded those of the corresponding classical
games, as predicted (Chen, Hogg, & Beausoleil 2002).
Fig. 1 shows the effect of group size on contributions.

The contribution rates for the classical game are nonzero,
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Figure 1: Contribution rates for classical (box) and quantum
(black triangle) games as a function of group size n. Error
bars show the 95% confidence intervals for the contribution
rates based on the sample size. The curve shows the contri-
bution rates for the quantum game predicted by game theory,
1 − 2−(n−1). The open box is classical contribution rate for
experiment with n = 4 and a = 1.5. The other experiments
used a = 0.75n. The two experiments with each of n = 3
and 4 have indistinguishable contribution rates for the quan-
tum games.

indicating a degree of altruistic behavior or influence of a
reputation effect in spite of the random group selection for
each period. On the other hand, the contribution rates for
the randomly-matched quantum experiments are consistent
with the game theory prediction of 1 − 2−(n−1). i.e., the
aggregate behavior is consistent with that predicted for the
mixed-strategy Nash equilibria.

These experiments illustrate people are able to understand
their choices to play well in the quantum public-goods pro-
tocol. Thus this protocol is particularly well-suited for use
in multi-agent systems containing both human and software
agents. Thus its is relatively easy to design software agents
to effectively use the quantum protocol.

Resource Allocation via Auctions
The coordination and cooperation scenarios described above
involve games where all relevant information on payoffs is
known to all participants. In contrast, many multi-agent in-
teractions involve scenarios with incomplete information.
For instance, many economic games involve private in-
formation, e.g., knowledge about valuations, business cost
structures and technical capabilities. Similarly, agents repre-
senting physical robots have limited access to environmental
information, and the available information can vary among
agents. These situations give rise to incomplete information
games as participants are not aware of some information oth-
ers use to determine their payoffs. Moreover, participants
with private information may not want that information dis-
closed to others, fearing loss of competitive advantage in
subsequent interactions. Nevertheless, they could find it ad-
vantageous to participate in mechanisms allowing them to
jointly exploit their information.

Resource allocation problems addressed by auctions pro-



vide one such economic scenario. In this case, the private
information arises from the valuations of the bidders.

Quantum Protocol
Quantum information processing may be useful in auctions
with privacy concerns because when bids are encoded in
quantum states, auction processes can be designed to reveal
nothing but the winning bid and allocation. Cryptographic
protocols (Naor, Pinkas, & Sumner 1999) can also have this
property, but with differing assumptions about collusion and
the security. In particular, with quantum auctions, the inter-
mediate states containing the bids is irrevocably destroyed
by the measurement at the end of the protocol. Thus, unlike
cryptographic protocols where cryptographic keys may ac-
cidentally or intentionally be revealed after the auction, the
quantum protocol ensures this is not possible. In addition,
the quantum protocol can compactly express complex inde-
pendencies among items and bidders via entanglement in the
bidding superpositions.

In our auction protocol (Harsha, Hogg, & Chen 2006 in
preparation), each bidder selects an operator that produces
the desired bid from a prespecified initial state (e.g., all bits
set to zero). This protocol allows general superpositions to
represent bids for multiple items, or bundles of items (as in
combinatorial auctions). Moreover, two or more bidders can
entangle their superpositions to specify correlations in out-
comes, e.g., two bidders want either they both win their re-
spective items or neither wins. Such entanglement allows
expressing allocative externalities within the context of a
single auction protocol. In the simplest case, the bidders
would need only the single-qubit operator of Eq. (1) to cre-
ate their superposition two states: one representing not win-
ning the auction and the other representing the amount the
bidder wishes to bid for a single item.

To find the winning bidder(s), the auctioneer repeatedly
asks the bidders to apply their individual operators in a dis-
tributed implementation of a quantum search algorithm. The
distributed nature of the search ensures neither the auction-
eer nor the other bidders gain any information about losing
bids when following the protocol. We use a distributed ver-
sion of the adiabatic search method (Farhi & others 2001)
for finding optimal values.

The use of quantum superpositions and search introduces
a broad range of incentive issues beyond those examined in
prior quantum games. For instance, quantum search meth-
ods are probabilistic in nature so are not guaranteed to al-
ways return the highest bid. In this respect, they are similar
to using approximate or heuristic methods in combinatorial
auctions to avoid the general NP-hard problem of identify-
ing winners. However, in the quantum case, the outcome is
probabilistic even in the simple case of finding the highest
bid for a single-item auction. Provided bidders create super-
positions with uniform amplitudes, the probability of find-
ing the correct answer can be made as high as one wishes by
running the search with sufficiently many steps, the small
residue probability of awarding the item not to the highest
bidder may change bidding behavior. In addition to the prob-
abilistic selection of a winner, there is also a chance that no
one wins, analogous to auctions with a reservation price in

which no bidder wins if their bids to not exceed that price.
A second game theory issue is that encoding bids in quan-

tum states extends the strategic choices for the bidders. For
instance, a bidder can alter the amplitudes associated with
different bids in the superposition. In the standard formula-
tion of adiabatic search (Farhi & others 2001), such nonuni-
form amplitudes cad adversely affect the outcome of the
auction by allowing agents with low bids to win with high
probability. Fortunately, a simple permutation of values the
auctioneer assigns to the the states in superposition during
the adiabatic search removes the incentive for any single
bidder to deviate from uniform amplitudes in their superpo-
sition (Harsha, Hogg, & Chen 2006 in preparation). Thus,
game theory predicts the permuted search method is more
efficient than the standard search method because the per-
muted ordering eliminates incentives to create superposi-
tions of bids with nonuniform amplitudes. From a quan-
tum algorithm perspective, this construction of the search
method in the auction protocol illustrates how incentive is-
sues affect algorithm design, in contrast to the more com-
mon concern with computational issues.

Human Behavior
For experiments with auctions, we considered a simple first-
price sealed-bid auction in which each bidder submits a se-
cret bid for a single item and the highest bid wins the auc-
tion. This type of auction has been well studied both the-
oretically and experimentally, providing a simple case for
studying the use of quantum mechanisms with incomplete
information.

The main experimental question is whether an appropri-
ate design of the quantum auction protocol induces bidders
to exhibit similar behavior as in classical auction in spite of
the ability to manipulate amplitudes in superposition. While
game theoretic analysis seems to indicate that may be the
case, there are intuitive reasons, such as the fact that people
may play non-equilibrium strategies that are more Pareto ef-
ficient than the Nash equilibrium, to cast doubt on whether
these assertions will be true if real human bidders are in-
volved.

We ran a set of experiments, each consisting of multiple
periods, to address this question. In each period, participants
were grouped randomly into groups of three, i.e., we consid-
ered auctions with three bidders, and a value between 0 and
100 was generated randomly for each person. If a person
won the auction, he or she received the difference between
his or her value and bid. Participants were not told who the
other members of their group were.

In the quantum auction, participants specified their choice
of operator (in Eq. (1)) to create their bid superposition
through two angles (θ and φ – for specifying their initial
state, only the first column of the operator matrix is signifi-
cant, so there is no need to specify the third angle α in this
experiment) in addition to their desired bid. This contrasts
with the classical auction where participants just specify a
bid. The operator choices made by the three participants in
a quantum auction determine the probability for each bidder
to win – it is not the case that the highest bid always wins.
Three treatments were used: a classical first price auction



used as a benchmark, and two different quantum protocols,
using the standard and permuted search methods.

We provided a decision support tool to help participants
understand consequences of their choices. Specifically, a
person could enter values for the choices of the three mem-
bers of the group and see the resulting probability of each
bidder winning, and the probability of having no winner.

For resource allocation in multi-agent systems, an impor-
tant criterion is allocative efficiency. It measures the extent
to which the item(s) are allocated to high value uses, in this
case a person with highest value for the item. Specifically,
we examined the ratio of the achieved value to the maxi-
mum possible value. In the case of auctions, this is simply
the ratio of the value of the winning bidder to the highest
value amongst the bidders. As expected, the classical auc-
tion achieved high allocative efficiency (96%+) in all experi-
ments. The efficiency dropped to about 33% for the quantum
auctions, with no significant difference between the standard
and permuted search protocols. A significant percentage of
the quantum auctions resulted in no winner. For the auc-
tions that did result in a winner, the allocative efficiency
was higher for permuted search (81%) than for the standard
search (70%).

Furthermore, we observed that the permuted search pro-
tocol resulted in higher revenue just as the theory has pre-
dicted. These results are strong evidence that subjects, while
having little knowledge of quantum physics, learned to use
the quantum protocol effectively.

The quantum auction protocol is significantly more com-
plicated than the public-goods protocol. In our experiments,
we found numerous cases with no winners, lowering the
overall efficiency. Although this might be improved some-
what with further training, it illustrates a trade-off of the
quantum protocol as providing more privacy than classi-
cal auctions but at a cost of lowered economic efficiency.
An open question is how people would perform in a mixed
multi-agent system consisting of both people and software
agents competing for the resources via the quantum auction
protocol. Moreover, it would be interesting to examine ex-
tended scenarios in which privacy concerns would arise en-
dogenously, e.g., via a repeated allocation scenario where
revelation of losing bids at one time may reveal a bidders
cost structure or other private information, which may place
those bidders at a disadvantage for subsequent allocation
competitions.

Discussion
We presented protocols for using entangled states for three
types of interactions arising with self-interested agents, both
human and software: coordination in adversarial situations,
cooperation in spite of temptation to free-ride on the efforts
of others, and resource allocation with allocative externali-
ties and information hiding preferences.

These applications of quantum entanglement to multi-
agent interactions contrast with the bulk of research in quan-
tum algorithms for NP-hard search problems (Grover 1997;
Farhi & others 2001; van Dam, Mosca, & Vazirani 2001;
Hogg 2003) and genetic algorithms (Spector et al. 1999).

Our laboratory experiments show people can play the
quantum public goods game effectively without specialized
training in quantum physics or game theory. Instead, sim-
ple what-if scenario tools allow participants to understand
consequences of their choices well enough to play effec-
tively. Thus scenario tools are a useful way to present quan-
tum games to people. The results suggest it is possible to
achieve the benefits predicted by game theory, as well as the
security and trust guarantees provided by physics, if suit-
able quantum information processing system can be imple-
mented. Our experimental work involved human subjects,
and software agents were only used as a debugging tool.
An obvious extension to our experimental work is design-
ing software agents capable of participating in these games,
and identifying suitable strategies for their decision-making.
Analysis of experimental observations of human behavior in
quantum games suggests ideas for agent designs. The soft-
ware system used in the experiments allows software agents
to participate in the same games that human players are play-
ing. Thus, it will be easy to switch among experiments with
people, software agents and combining both people and soft-
ware agents for a general multi-agent system.

An interesting extension to this work is to identify aspects
of quantum games that give benefits for agents without re-
quiring agents to solve NP-hard problems and also allow ef-
fective performance by people. On a more speculative note,
with future development of quantum computers able to ma-
nipulate many qubits over long periods of time, quantum
mechanisms could extend to use by software agents running
on such quantum computers. Such “quantum agents” would
be able to directly participate in the quantum evolution of
the protocols, unlike the situations presented in this paper
involving software agents on conventional computers and
people where final actions derive from measured outcomes
from the quantum states. The direct participation of quan-
tum agents would allow for a broader range of protocols,
including decisions based on counterfactual events (Kwiat
& others 1999). While it remains to determine the extent
to which such protocols would be useful, the development
of such agents could greatly extend the scope of quantum
interactions within multi-agent systems.
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