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Abstract
As computer architectures become increasingly complex, hand-tuning compiler heuristics becomes increasingly tedious and time-consuming for compiler developers. This paper presents a case study that uses a genetic algorithm to learn a compiler policy. The target policy implicitly balances communication and contention among processing elements of the TRIPS processor, a physically realized prototype chip. We learn specialized policies for individual programs as well as general policies that work well across all programs. We also employ a two-stage method that first classifies the code being compiled based on salient characteristics, and then chooses a specialized policy based on that classification.

This work is particularly interesting for the AI community because it 1) emphasizes the need for increased collaboration between AI researchers and researchers from other branches of computer science and 2) discusses a machine learning setup where training on the custom hardware requires weeks of training, rather than the more typical minutes or hours.

Introduction
Modern compilers employ many heuristic functions to generate high-performance code for today’s complex computer architectures. These heuristics are typically hand-written by compiler developers, who use a combination of laborious benchmarking and human intuition to develop heuristics that achieve good performance. To alleviate this burden from compiler writers and to achieve more optimal solutions within the complex space of heuristics, our work uses a genetic algorithm to learn better compiler policies (Coons et al. 2008). We represent a compiler heuristic function, a key component of the compiler’s policy, as a neural network. Training improves the heuristic functions to optimize the performance of compiled benchmark code.

Using this methodology, we learn specialized heuristics for particular benchmark programs, achieving a 12% speedup over hand-tuned heuristics and 4% over a simulated annealing solution. We also learn a general heuristic by optimizing the average performance over the entire set of benchmarks, but achieve only a 1% improvement over the hand-tuned heuristic. To create general heuristics that approach the performance of the specialized heuristics, we then use clustering to group similar segments of code. By learning reusable, per-cluster heuristics, we achieve speedups of 4–6% over existing hand-tuned heuristics.
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ependent instructions should be placed nearby or on the same functional unit.

Our prior work introduced Spatial Path Scheduling (SPS), an algorithm for EDGE architectures to select a location for each instruction based on a placement cost (Coons et al. 2006). SPS uses a heuristic function to compute the placement cost, which is a real-valued number, from several inputs: features of the instruction, the location under consideration, and the graph in which the instruction resides. The scheduler then uses this cost to place instructions, greedily placing the highest cost instruction on the functional unit with the lowest placement cost (i.e., a minimax strategy).

Prior instruction placement techniques rely on a combination of laborious benchmarking and human intuition to create hand-tuned heuristics. In this work, a genetic algorithm learns a placement cost heuristic. Prior work shows that the hand-tuned SPS heuristic provides results within 5% of those found via simulated annealing (Coons et al. 2006). Although this may suggest that this heuristic is close to an upper bound, results in this paper show that significant improvement over simulated annealing is possible.

To enable learning, we replaced the SPS heuristic function with a neural network that determines the placement cost for an instruction at a given location (see Figure 2). The placement cost fully specifies the scheduler’s placement policy.

We focused on short-running benchmarks to minimize training time and selected programs with varied characteristics, including available parallelism and register/memory usage, to provide a range of placement requirements during training. The final benchmark set contained 47 benchmarks, large enough to ensure that the benchmark set sizes would be reasonable after clustering (discussed later). After compilation, the evolved networks were evaluated by executing the generated code on the TRIPS processor.

Solution Techniques and Results
This section describes the genetic algorithm used for optimization, then provides an overview of the three types of experiments conducted.

NEAT
This paper uses Neuro-Evolution of Augmenting Topologies (NEAT) (Stanley & Miikkulainen 2002), a genetic algorithm to learn neural networks that compute the placement cost. NEAT uses a neural network to specify each heuristic function and uses biologically-inspired operators to stochastically improve a fitness metric over time. Specifically, we use the variant FS-NEAT (Whiteson et al. 2005), which assists with feature selection by incrementally adding links from possible inputs into the neural network over time, using an add link mutation. This procedure allows evolution to determine the features that most improve the fitness of each network. Each network’s fitness is the speedup, in processor cycles, of its compiled code over code produced by the baseline hand-tuned heuristic. There is a fixed-size population of networks, and FS-NEAT uses the networks’ fitnesses to evolve and create the next generation of networks.

NEAT is an appropriate choice for multiple reasons. First, NEAT is a publicly available package with nine different implementations. Second, NEAT is a well understood, domain-independent method that has been successfully applied to a variety of tasks. Third, the process of complexification has been empirically shown to reduce training times (Stanley & Miikkulainen 2002) and thus make large optimization problems tractable. Fourth, NEAT requires relatively little parameter tuning in practice for successful learning, which is critical for discovering a good heuristic quickly.

Specialized Solution
The most straightforward setup uses NEAT to learn one heuristic per benchmark. This experiment produced 47 populations of heuristics, each specialized for a different program. Although this required 47 separate training runs, these training runs could execute in parallel. As expected, we found that learning heuristics for individual benchmarks leads to overfitting. These overfit heuristics, however, resulted in better per-benchmark performance than hand-tuned heuristics or placements generated via simulated annealing. Although these specialized heuristics may not provide robust general solutions, this technique is appropriate for optimizing performance-critical programs or libraries.

Initial experiments indicated that training plateaued within 100 generations. After training for 100 generations, we compared results for specialized heuristics to results for both the instruction scheduler’s hand-tuned heuristic, and a simulated annealing scheduler. Simulated annealing, as used in prior work, finds a placement, not a heuristic to produce placements (Coons et al. 2006). Thus, if the source program changes the entire annealing process must run again to accommodate the changes. With NEAT, however, the end result is a heuristic that can be used to place any program.

We implemented a simulated annealing scheduler for TRIPS and used the instruction scheduler’s placement as the starting point. Table 1 shows the geometric mean of the speedup across 46 of the 47 benchmarks in the training suite normalized to the hand-tuned scheduler’s performance on the same benchmark (one benchmark was omitted due to incompatibility with the annealer). These results show that 1) NEAT outperforms hand tuning, 2) NEAT outperforms simulated annealing as an optimization method in this problem, but 3) the policies produced by NEAT are not optimal and
Further tuning may yield still faster programs, as shown in the last line of Table 1 where simulated annealing improved upon NEAT-generated compiler policies.

### General Solution

The previous section discussed training a separate heuristic for each benchmark; this section presents results of training a single heuristic across all benchmarks. Training NEAT to maximize the speedup across the entire set of benchmarks resulted in a more general heuristic that was not specialized for any particular benchmark. The best network trained using this approach provided an average speedup of 1.01 over the hand-tuned SPS heuristic. To test this general solution on new data, we ran the best network trained across the 47 benchmark set on a different (test) benchmark set, but the average speedup was only 1.005, nearly identical to the hand-tuned solution.

Although this result is significant given that it is compared to a highly hand-tuned result, it is modest compared to results observed in Stephenson et al.’s Meta Optimization work, which observed speedups of 1.44, 1.03, and 1.31 for hyperblock formation, register allocation, and data prefetching, respectively, using a general heuristic trained across sets of ten or fewer benchmarks (Stephenson et al. 2003). On novel benchmarks, they observed speedups of 1.09, 1.02, and 1.01 for the same three optimization problems.

One explanation for these limited speedups using the general solution may be that our baseline is better optimized for the general case; prior work showed that the baseline came within 5% of simulated annealing solutions (Coons et al. 2006). Another explanation might be the potential for improvement — Stephenson et al. focused on optimizations such as hyperblock formation, which may have greater impact on performance than instruction placement. Although we were unable to find general solutions that significantly outperformed the hand-tuned solution, the difference between the best specialized heuristics and the general heuristic suggests that further improvements are possible.

### Clustered Benchmark Optimization

Different blocks of instructions may require different placement policies. For example, some blocks may contain many instructions that can execute in parallel, whereas other blocks may contain many dependences between instructions, forcing them to execute sequentially. When these block-level factors vary significantly, a heuristic specialized for that particular type of block may be preferable.

To help NEAT take advantage of these higher-level differences between blocks, we introduced a clustering and classification stage to better optimize blocks based on their salient characteristics. One difficulty of this clustering approach, however, is that we can evaluate performance on a per-benchmark basis, yet we cannot extract meaningful features for an entire program. Conversely, while we can extract features from a block of instructions, we cannot evaluate the performance of a block in isolation. Furthermore, while the benchmarks we used were quite small, real programs are large and complex, and may need different heuristics for different parts of the same program.

These problems motivate a critical block approach, where we associate the performance of a benchmark with the performance of its most critical blocks — the blocks that together represent over 80% of that benchmark’s execution time. Because the benchmarks were quite small, they typically contained only a few critical blocks. We cluster benchmarks based on their performance, and train a classifier for those clusters based on the features of the critical blocks in the cluster. This section describes this compromise approach, in which we 1) determine which benchmarks perform well with the same SPS heuristics, 2) use this similarity metric to cluster the benchmarks and their corresponding critical blocks, 3) train a classifier to label novel blocks into one of the specified clusters, 4) train a heuristic for each cluster, and 5) evaluate the classifier and trained heuristics.

### Defining a Similarity Metric

To cluster blocks, we defined a metric based on how well benchmarks perform when scheduled with the same heuristic. After training NEAT on each benchmark individually, we used the top ten networks in the population to compile every other benchmark. Using this data, we created a similarity graph in which the nodes represent benchmarks and the edges between nodes represent the tendency of those benchmarks to perform similarly with the same heuristics. We used the publicly available graph clustering tool Graclus to cluster benchmarks via the similarity graph (Dhillon, Guan, & Kulis 2007).

### Critical Block Features and Classification

We assigned the critical blocks within each benchmark to that benchmark’s cluster and built a classifier to place new blocks into the appropriate cluster. After finding the class associated with each critical block (i.e., its benchmark’s cluster), we extracted 16 block-level features for the classifier to use to predict their class.

We tested four different classifiers in Weka (Witten & Frank 2005): a decision tree, a propositional rule learner, a support vector machine, and a multi-layer perceptron. We tested each classifier with 3, 4, 5, and 6 clusters. When many clusters were allowed, Graclus tended to produce clusters with one or two blocks, grouping the rest of the training set into a single cluster. By using cross validation, we found that the rule learning method (JRip, based on RIPPER (Cohen 1995)) with three classes (i.e., clusters) produced high accuracy results, as well as a fairly equal distribution of critical blocks across the different clusters.

After training the classifier, we again used NEAT to train heuristics for each of the three clusters. We found that one of the classes contained a catch-all for blocks that did not

<table>
<thead>
<tr>
<th>Technique</th>
<th>Speedup</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hand-tuned</td>
<td>1.00</td>
</tr>
<tr>
<td>Hand-tuned + Annealing</td>
<td>1.08</td>
</tr>
<tr>
<td>NEAT</td>
<td>1.12</td>
</tr>
<tr>
<td>NEAT + Annealing</td>
<td>1.14</td>
</tr>
</tbody>
</table>

Table 1: Relative speedups for benchmark-specific heuristics
fit into either of the other classes, and we saw very little speedup by training on these blocks. We opted to use hand-tuned SPS to schedule those blocks to save training time. Thus, NEAT produced two different heuristics for the two clusters, one containing 17 benchmarks and the other 12.

**Clustering and Classification Results** We trained NEAT heuristics to optimize critical blocks per-cluster (excluding the third catch-all cluster). One experimental advantage to the clustering technique is that we could perform the training runs in parallel (per cluster). While it took multiple weeks to perform a complete training run with the general solution, it required less than a week to obtain significantly better results with classification. Across the 17 benchmarks that contained critical blocks belonging to the first cluster, we saw a speedup of 1.06. Among the 12 benchmarks containing critical blocks belonging to the second cluster, we saw a speedup of 1.04 after only a day of training.

**Discussion**

The work presented in this paper is an example of “use-inspired” learning: this project started when an AI student attended a practice talk for a compilers conference. In AI we sometimes focus on “toy problems,” which are valuable for initial exploration, but provide little guidance when one must decide what algorithms to use when presented with a novel real-world problem. In addition to defining and addressing such a problem, this study is noteworthy because it describes a complex domain that necessitated long training times. Rather than learning a heuristic in a matter of seconds or minutes, learning time was measured in days or weeks. In light of this problem, feature selection became quite important. Enabling the genetic algorithm to search over a constrained policy space was critical, not just convenient. Even though we selected a learning algorithm (FS-NEAT) that was designed to handle many irrelevant features, we found that off-line feature selection using lasso regression was an important component to achieving high performance (Coons et al. 2008). Using FS-NEAT we determined that different benchmarks likely require different features to produce good placements: only 20% of the 47 benchmarks made use of all 12 of the hand-selected features.

It was informative to see what features FS-NEAT selected for the neural network inputs. By examining sets of high performance policies, we can develop an understanding of the most important features. AI researchers may often be satisfied with a neural network (or other “black boxes”) as outputs, but the systems community is much more likely to want to understand which features are important to assist in the design of future systems.

Systems problems often involve many intertwined and complex components. In the final set of experiments using clustering and classification, NEAT effectively learned a placement heuristic given a particular compiler configuration, but the solutions were not robust when other parts of the compiler changed. For example, heuristics learned at a particular compiler optimization level were not effective with a different optimization level, even for the same benchmarks. Furthermore, the best heuristic for one class depended on the heuristics used for the other classes, indicating additional gains may come from co-evolving the different heuristics. Ideally any optimization technique used would be robust to such changes, better handling the complex interactions between the many parts of a system.

Although NEAT and FS-NEAT have many parameters, the default settings have been reported to work well in practice (Stanley & Miikkulainen 2002). While the results obtained were provably non-optimal, the reality of high training times precluded carefully optimizing NEAT’s 24 parameters. Weka provides a general off-the-shelf solution to many classification and regression problems by providing a simple interface to tens of learning methods, but there is no such package for evolutionary algorithms. AI techniques will become more commonly used in systems research, in both hardware (Ipek et al. 2008) and software (Stephenson et al. 2003; Coons et al. 2008) — providing such packages would make our field’s techniques more accessible.
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