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Abstract

We study the symmetric rendezvous search problem in which two robots that are unaware of each other’s locations try to meet as quickly as possible. In the symmetric version of this problem, the robots are required to execute the same strategy. First, we present a symmetric rendezvous strategy for the robots that are initially placed on the open plane and analyze its competitive performance. We show that the competitive complexity of our strategy is \( O(d/R) \) where \( d \) is the initial distance between the robots and \( R \) is the communication radius. Second, we extend the symmetric rendezvous strategy for the open plane to unknown environments with polygonal obstacles. The extended strategy guarantees a complete coverage of the environment. We analyze the strategy for square, translating robots and show that the competitive ratio of the extended strategy is \( O(d/D) \) where \( D \) is the length of the sides of the robots. In obtaining this result, we also obtain an upper bound on covering arbitrary polygonal environments which may be of independent interest.

Introduction

How quickly can two robots who do not know each others’ locations meet? This problem is known as rendezvous search. It has applications in scenarios where two robots dropped off from a plane may be trying to get together after deployment. Similarly, robots may need to find each other after completion of independent tasks.

There are two primary versions of the rendezvous search problem depending on whether or not the players can execute different strategies. In asymmetric rendezvous search, the players can choose separate roles in advance and execute distinct strategies. For example, one can wait for the other. In the second version, called symmetric rendezvous search, the players must execute the same strategy. Symmetric rendezvous strategies are appealing for robotics applications as they eliminate the need to implement and maintain a different program for each robot.

In this paper, we study the symmetric rendezvous search problem in planar environments. We start with rendezvous on the open plane. This version is readily applicable for robots operating on large open fields or water surface. It can also be used by robots operating at a constant height (resp. depth) in the air (resp. underwater). In the second part of the paper, we show how the strategy can be extended to environments with (unknown) obstacles.

We prove the performance of our algorithms using competitive analysis. In a given environment, if the robots know each others’ locations, their optimal strategy would be to move toward each other along the shortest path between them. In competitive analysis, one seeks for the worst case deviation of an online strategy from this optimal offline behavior over all possible initial locations in all possible environments. This worst case ratio is known as the competitive ratio.

First, we present a randomized strategy for symmetric rendezvous on the open plane. While the strategy is relatively simple, its competitive analysis is rather involved. Assuming that the robots move at unit speed, we show that the competitive ratio of our strategy for rendezvous in the open plane is \( O(d/R) \) where \( d \) is the initial distance between the robots and \( R \) is their communication radius.

Next, we study environments with polygonal obstacles and design a rendezvous strategy for square robots of edge length \( D \) translating in the environment. The strategy is an extension of the first strategy in which each robot independently performs a modified depth first search on a grid with cell size \( D \). We prove a competitive ratio of \( O(d/D) \) (each robot maintains a separate grid). In obtaining this result, we also provide a strategy for covering an unknown polygonal environment which may be of independent interest. In the next section, we start with an overview of related work.

Related Work

Various versions of the rendezvous problem on the plane have been studied. Asymmetric version of the rendezvous problem in a two dimensional region is studied in (Thomas and Hulme 1997; Anderson and Fekete 2001; Roy and Dudek 2001). Asynchronous rendezvous in two dimensional region is studied in (Flocchini et al. 2001; Souissi, Défago, and Yamashita 2006; Ganguli, Cortes, and Bullo 2006; Lin,
consider a situation in which players are not identical. (An- derson and Fekete 2001) consider the case where players know that they are at a distance \( d \) apart, but they do not know the direction in which they should travel. They also consider a situation in which player-1 knows the initial position of player-2, while player-2 is only given information on the initial distance of player-1. (Roy and Dudek 2001) consider the problem of rendezvous between two robots which can select potential rendezvous locations, called landmarks as they explore an unknown environment.

The symmetric version of the rendezvous problem in a two dimensional region is studied in (Ruckle 2007). They consider the rendezvous problem with \( s \) seekers in a rectangular lattice of locations. Each player knows the distribution of the seekers at time zero and its own location, but not the location of any other. The main result for this paper is that for any dimension of lattice and for any initial distribution of seekers, there are optimal strategies for the seekers that converge. (Alpern and Street 2001) study both the asymmetric and symmetric versions of the rendezvous problem with two players on the \( n \) dimensional integer lattice: Two players who have no common notion of locations or directions. They are initially placed at nodes whose difference vector has length 2 and is parallel to some coordinate axis. In each period they must move to an adjacent node. In our present work, we present the first results for symmetric rendezvous with unknown initial location on the plane and in environments with obstacles.

Our work is also related to the work of (Gabriely and Rimon 2005) who present an online motion planning algorithm for a mobile robot to find a stationary target in an unknown environment. Similar to our formulation, their results are for a robot of size \( D \times D \). The robot covers disks of increasing size in each round to find the target. In their model, they assume that the coverage cost of a free cell and a partially occupied cell are the same. A subroutine of our algorithm extends this strategy and explicitly computes an upper bound on the cost of covering a partially occupied cell. Other work on finding stationary targets include search in environments with \( m \) radial corridors (Baezayates, Culberson, and Rawlins 1993) and rectangular environments (Berman et al. 1996).

**Symmetric Rendezvous Search in Planar Environments**

In this section, we study the symmetric rendezvous search problem with two robots in the plane that is not populated by obstacles. The robots do not know each other’s locations or their global positions in the plane. They further do not know the initial distance between each other. Let the expansion radius \( r > 1 \) be fixed (we determine the optimal choice for \( r \) in the next subsection). The distance between the robots is \( d = r^{k+\delta} \) where \( k \in \mathbb{Z} \) and \( \delta \in (0, 1] \). We assume that there is a non-zero communication range \( R \) such that the rendezvous is established if the distance between robots is less than \( R \).

Algorithm 1 shows our symmetric synchronous rendezvous strategy on the plane. We divide the strategy into rounds. At the beginning of each round, each robot flips a coin to determine whether to move or to wait. Algorithm-2 shows how the robots move if the outcome of the coin toss is head in round \( i \). A robot covers a disk of radius \( r^i + R \) in round \( i \) by drawing concentric circles (inward to outward) centered at the robot’s initial location. The radius of the outermost circle is \( r^i + R \). While drawing a circle, the robot sweeps a ring of width \( 2R \). Therefore, we increase the radius of the circle a robot draws by \( 2R \) until it reaches to the outermost circle. The robot follows the motion pattern given in Algorithm 2. The robot first executes line 3 and moves \( R \) units to the north and draws a disk of radius \( R \). Then it moves \( 2R \) units to the north and draws a disk of radius \( 3R \). It follows the same motion pattern until it reaches to radius \( (2N + 1)R \) units to north from its initial location in round \( i \). Then, it moves \((2N + 1)R \) units south to come back to its initial location. Figure 1 shows the moving pattern of a robot executing the algorithm. If the outcome is tail, the robot waits for the distance it must move in current round \( i \) to be in synch with the other robot (see Algorithm-1, Line 11).

We next prove the competitive ratio of our algorithm.

**The Analysis**

In this section, we analyze our algorithm’s performance and find an upper bound on the expected distance traveled by the robot. We only show the performance of robot-1 in our analysis. Due to the symmetric strategies, the performance of the robot-2 is the same. In order to obtain bounds on the performance of Algorithm 1 (distance competitive-ratio), we divide its execution into two stages: round \( i \leq k \) and round \( i \geq (k + 1) \). We give an overview of each stage before diving into the analysis.
Algorithm 1 \( SP_1 \): Symmetric synchronous rendezvous strategy on the plane

1: \( r \leftarrow 1.225 \)
2: \( R \leftarrow 1 \)
3: \( i \leftarrow 1 \)
4: \( \text{head} \leftarrow 0 \)
5: \( \text{tail} \leftarrow 1 \)
6: \( \text{waitTime} \leftarrow 0 \)
7: \( \text{outcome} \leftarrow \text{random from} \{0,1\} \)
8: \( \text{while checkRendezvous() \(!= \text{true}\) do} \)
9: \( \quad N \leftarrow \left\lfloor \frac{r^{i}}{2 \pi} \right\rfloor \)
10: \( \quad \text{if \( \text{outcome} = \text{tail} \) then} \)
11: \( \quad \quad \text{waitTime} \leftarrow (2N + 1)R + 2\pi(N + 1)^2R \)
12: \( \quad \quad \text{wait(waitTime)} \)
13: \( \quad \text{else if \( \text{outcome} = \text{head} \) then} \)
14: \( \quad \quad \text{move}(R,N) \)
15: \( \quad i \leftarrow i + 1 \)
16: \( \quad \text{outcome} \leftarrow \text{random from} \{0,1\} \)
17: \( \text{end while} \)

Algorithm 2 \( Procedure_1 \): move\( (R,N) \)

1: \( \text{for} \ j = 0 \ \text{to} \ N \ \text{do} \)
2: \( \quad \text{if} \ j = 0 \ \text{then} \)
3: \( \quad \quad \text{move} \ R \ \text{units to north} \)
4: \( \quad \text{else} \)
5: \( \quad \quad \text{move} \ 2R \ \text{units to north} \)
6: \( \quad \text{end if} \)
7: \( \quad \text{move in a circle that has a radius} \ (2j + 1)R \)
8: \( \text{end for} \)
9: \( \text{move} \ (2N + 1)R \ \text{to south} \)

stage whose length depends on the (unknown) initial distance \( d = r^{k+\delta} \). This stage encompasses the early rounds in which the robots do not move far enough to meet. In Stage 2, the rendezvous behavior is consistent, so we can compute the expected travel distance using an infinite sum.

We now introduce the variables used in our analysis. Let \( R_i \) be the event that the algorithm is still active in round \( i \). Assuming that \( R_i \) holds, we define the following: \( A_i \) is the event that robot-1 is moving in round \( i \); \( B_i \) is the event that robot-2 is moving in round \( i \). The event \( S_i \) will be our proxy event for success. For \( i \leq k \), we have \( P(S_i) = 0 \) because the robots do not travel far enough to meet. For \( i > k \), we define \( S_i = (A_i \wedge B_i) \vee (\overline{A_i} \wedge B_i) \). Note that this definition purposely omits the event that the robots meet while both are on the move, but the probability of this event is zero, unless the initial robot configuration obeys an exceptional geometry. The algorithm is always active in the first round, thus \( P[R_0] = 1 \). The probability that the algorithm is still active in round \( i \) is the joint probability of the events that the robots do not meet in the rounds up to round \( i \). That is, \( P[R_i] = P[S_0 \wedge \cdots \wedge S_{i-1}] \) for \( i > 0 \). Furthermore, we have

\[
P[R_i] = \begin{cases} 
1 & 0 \leq i \leq k, \\
2^{-i+k} & k < i.
\end{cases}
\]

To find an upper bound on the expected distance traveled by the robot, we consider that the rendezvous only occurs when one robot is moving while the other robot is waiting and they travel far enough to meet. The algorithm terminates when the robots meet.

We are now ready to study Algorithm 1. Next two sections present the analysis of stages 1 and 2 respectively. We prove the following bound on the algorithm’s distance competitive ratio, and its time competitive ratio.

**Theorem 1.** The best choice for the expansion radius of Algorithm 1 is \( r = \sqrt{1.5} \approx 1.225 \). This gives a distance competitive ratio of

\[
7.854 \frac{d}{R} + 40.8577 \frac{R \log d}{d} + 16.0664 \frac{R}{d} + 55.3236
\]

The time competitive ratio is twice this bound.

Here, \( \log d \) denotes the natural logarithm.

**Analysis of Stage-1**

We compute the expected distance traveled during round \( i \leq k \). The robots can not meet in this stage since their displacement is at most \( r^k < r^{k+\delta} \). Suppose that event \( A_i \) holds: the robot is active during round \( i \). Let

\[
N = \left\lfloor \frac{r^i}{2R} \right\rfloor \leq \frac{r^i}{2R}.
\]

Over the course of the round, the robot travels \( (2N + 1)R \leq r^i + R \) units north before covering this distance again to return to its initial location. The robot traverses the circumference of each circle of radius \((2j + 1)R\) for \( 0 \leq j \leq N \).

The expected distance traveled in this stage is

\[
\mathbb{E}[D_i \mid A_i] \leq 2 (r^i + R) + 2\pi R \sum_{j=0}^{N} (2j + 1) \\
= 2 (r^i + R) + 2\pi R(N + 1)^2 \\
\leq 2 (r^i + R) + \left( \frac{\pi (r^i + 2R)^2}{2R} \right) \\
= \frac{\pi}{2} r^{2i} + 2(1 + \pi)(r^i + R).
\]

(2)

We now compute the expected distance traveled in this stage.

**Lemma 2.** The expected distance traveled during Stage-1 is bounded by

\[
\sum_{i=1}^{k} \mathbb{E}[D_i] < d^2 \left( \frac{\pi}{4R} \right) \frac{r^2}{r^2 - 1} \\
+ (1 + \pi) \left( d \cdot \frac{r^i}{r^i - 1} + (1 + \log_d d)R \right).
\]

**Proof.** Since the robots to do not travel far enough to meet, every round up to \( k \) is performed. In other words, \( P[R_i] = 1 \) for \( 0 \leq i \leq k \). Within a given round, the robot is active half
of the time. Using equation (2), we find that the expected distance traveled satisfies

\[
\sum_{i=0}^{k} E[D_i] = \sum_{i=0}^{k} E[D_j | R_i] P[R_i] = 0.5 \sum_{i=0}^{k} E[D_j | A_i]
\]

\[
< \frac{\pi}{4R} \sum_{i=0}^{k} \frac{r^{2i} + (1 + \pi)}{r^2 - 1} \left( \sum_{i=0}^{k} r^i + (k + 1)R \right)
\]

\[
= \frac{\pi}{4R} \cdot \frac{r^{2k+2} - 1}{r - 1} + (1 + \pi) \left( \frac{r^{k+1} - 1}{r - 1} + (k + 1)R \right)
\]

\[
< d^2 \left( \frac{\pi}{4R} \frac{r^{2k+2} - 1}{r^2 - 1} \right) + (1 + \pi) \left( \frac{d^{1-\delta}}{r - 1} + (1 + \log, d)R \right),
\]

which is maximized for \( \delta = 0 \). \( \square \)

**Analysis of Stage-2**

In this section, we consider rounds \( i \geq (k + 1) \). We separately calculate the expected distance traveled during unsuccessful rounds and the expected distance traveled in the (final) successful round.

**Lemma 3.** The expected total distance traveled during unsuccessful Stage-2 rounds is bounded by

\[
\sum_{i=k+1}^{\infty} E[D_i | S_i] < d^2 \frac{\pi r^2}{8R(2 - r^2)} + \frac{(1 + \pi)}{2} \left( d \cdot \frac{r}{2 - r} + R \right).
\]

**Proof.** We bound the expected distance traveled by robot-1; the calculation for robot-2 is analogous. Assuming that the event \( A_i \) is active in round \( i \), we know that the robots rendezvous precisely when \( S_i = (A_i \lor \overline{B}_i) \lor (\overline{A}_i \lor B_i) \) occurs. Furthermore, the distance traveled by robot-1 is nonzero only when \( A_i \) holds. This means that \( E[D_i | S_i \lor R_i] = E[D_i | A_i \lor B_i \lor R_i] \), and \( E[D_i | S_i \lor R_i] = E[D_i | A_i \lor B_i \lor R_i] \).

Using equations (1) and (2), we find that the total expected distance traveled in unsuccessful Stage-2 rounds is

\[
\sum_{i=k+1}^{\infty} E[D_i | A_i \lor B_i \lor R_i] P[A_i \lor B_i \lor R_i]
\]

\[
< \sum_{i=k+1}^{\infty} E[D_j | R_i] P[R_i] = 0.5 \sum_{i=0}^{k} E[D_j | A_i]
\]

\[
< \sum_{j=0}^{\infty} \left( \frac{\pi r^2}{2R} \right)^{j+1} + 2(1 + \pi)(r^{j+k+1} + R) \left( \frac{1}{2} \right)^{j+3}
\]

\[
= \sum_{j=0}^{\infty} \left( \frac{\pi r^2}{16R} \right)^{j} \left( \frac{r^{2} - 1}{2} \right) + 2(1 + \pi)(r^{j+k+1} + R) \left( \frac{1}{2} \right)^{j+3}
\]

\[
= \frac{\pi r^{2k+2}}{16R} \sum_{j=0}^{\infty} \left( \frac{r^{2}}{2} \right)^{j} + (1 + \pi) \left( \frac{r^{k+1}}{2 - r} + R \right) \left( \frac{1}{2} \right)^{j+3}
\]

\[
= \frac{\pi r^{2k+2}}{8R(2 - r^2)} + \frac{(1 + \pi)}{2} \left( \frac{r^{k+1}}{2 - r} + R \right)
\]

\[
< d^2 \left( \frac{\pi r^{2k+2}}{8R(2 - r^2)} + \frac{(1 + \pi)}{2} \left( \frac{r^{k+1}}{2 - r} + R \right) \right),
\]

which is maximized for \( \delta = 0 \). \( \square \)

**Lemma 4.** The expected distance traveled during the successful round is bounded by

\[
\sum_{j=k+1}^{\infty} E[D_j | S_j] \leq \frac{\pi}{8R} d^2 + \frac{1 + 2\pi}{4} (d + R).
\]

**Proof.** We have \( S_j = (A_j \lor \overline{B}_j) \lor (\overline{A}_j \lor B_i) \), and only the event \( A_j \lor \overline{B}_j \) contributes to the distance traveled by robot-1. In a successful round, robot-1 explores a circular area with radius \( r^{k+\delta} \) before discovering robot-2. The total distance traveled by robot-1 is calculated similarly to equation (2), using \( r^i = r^{k+\delta} = d \). Independent of \( j \), we have

\[
E[D_j | A_j \lor \overline{B}_j \lor R_j] \leq (d + R) + \frac{(d + 2R)^2}{2R}
\]

\[
= \frac{\pi}{2R} d^2 + (1 + 2\pi)(d + R).
\]

Therefore, the expected distance traveled in successful rounds during Stage-2 is

\[
\sum_{j=k+1}^{\infty} E[D_j | A_j \lor \overline{B}_j \lor R_j] P[A_i \lor \overline{B}_i \lor R_i]
\]

\[
= \frac{\pi}{8R} d^2 + \frac{1 + 2\pi}{4} (d + R).
\]

\( \square \)

**Computing the Competitive Ratio**

Having found bounds for the expected distance traveled in both stages, we are ready to calculate the distance competitive ratio of our algorithm.

**Proof of Theorem 1.** The expected distance traveled is the sum of the bounds in Lemmas 2, 3 and 4. To obtain competitive ratio, we divide this sum by \( d/2 \), which yields

\[
\frac{d}{2} \left( \frac{r^2}{r^2 - 1} + \frac{r^2}{2(r^2 - 2r^2)} + \frac{1}{2} \right) + \left( \frac{2(1 + \pi)}{r - 1} \right) + \frac{(1 + \pi)}{2} + \frac{1}{2}
\]

\[
= \frac{R}{d} \left( 2(1 + \pi) \log, d + 4\pi + \frac{7}{2} \right)
\]

The \( \Theta(d) \) dominates this expression for large \( d \), so we choose our \( r \) value to minimize the coefficient of \( d \). The best value is \( r = \sqrt{1.5} \approx 1.225 \), giving the distance competitive ratio specified in the theorem.

The analysis for the time competitive ratio is analogous to the distance calculations. In each round, a robot is inactive with probability \( 1/2 \). In this case, the robot wait time in round \( i \) is identical to the time for an active robot to complete the round (since the robots move unit distance in unit...
time). Therefore, doubling the bounds in each of the three lemmas gives a bound on the expected time until completion. Of course, optimal \( r = \sqrt{1.5} \approx 1.225 \) is same for the time competitive ratio.

**Symmetric Rendezvous in Environments with Obstacles**

In this section, we study the symmetric rendezvous problem in the environments with obstacles. In such environments, the strategy presented in the previous section which is designed for the obstacle-free environments is not applicable. This is because the robot cannot cover the entire environment by moving in a circular fashion due to the obstacles. However, the strategy can be extended to solve the same problem for environments with obstacles. As in the obstacle-free case, the initial distance between the robots (length of the shortest path) is given as \( d = r^{k+\delta} \) where \( \delta \in (0,1] \) and \( k \in \mathbb{Z}^+ \). To formulate the problem, we make the following assumptions.

1. The environment is unknown.
2. The obstacles in the environment are polygonal.
3. The robot is a translating robot (it does not rotate).
4. The robots are square robots of size \( D \) by \( D \) and they are equipped with obstacle detection sensors.

We present the algorithm in the configuration-space (\( C \)) in which the square robot is represented as a point robot. We construct \( C\)-obstacles by taking the Minkowski sum of every obstacle with \( D \). For technical reasons, we treat \( C\)-obstacle as open sets without the boundary.

**Symmetric Rendezvous Search Algorithm**

Similar to Algorithm \( SR \), the algorithm proceeds in rounds indexed by \( i \in \mathbb{Z}^+ \). At the beginning of each round, the robot flips a coin to decide whether to move or wait in that round. Recall that we represent the robots as points in their configuration space \( C \). The randomized decision of the robots is as follows: If the robot tosses heads, it draws a disk of radius \( r^i \) centered at its initial location where \( r \) is the expansion radius of the robot (optimized in Theorem 7). Let \( Disk_i \) denote the disk with radius \( r^i \) in round \( i \). The robot first discretizes the continuous area in \( Disk_i \) to a grid of \( D \) size cells. Then it covers the grid cells in \( Disk_i \) by the coverage algorithm (explained in the next subsection). If the robot tosses tails, it waits for the maximum time it takes for the robot to cover \( Disk_i \). (In the next section, we present a bound on the coverage time of \( Disk_i \).) The rendezvous occurs when the robots are in the same cell and one robot is moving while the other robot is waiting. The pseudocode of the rendezvous strategy is presented in Algorithm 3 and waitCoverage procedure is presented in Algorithm 4. We next explain the coverage algorithm.

**Coverage Algorithm**

The robots execute the coverage algorithm (\( CA \)) in grid cells in \( Disk_i \). The grid cells can be free of obstacles or full/partially occupied by the obstacles (see Figure 2). \( CA \) is basically a modified version of DFS algorithm and guarantees that every point in the environment is covered. We now present the details of \( CA \).

We define the following variables used in our algorithm: \( C_{\text{center}} \) is the cell the robot is initially located in the grid; \( C_{\text{current}} \) is the cell the robot is currently moving in; \( C_{\text{parent}} \) is the cell from which the robot enters \( C_{\text{current}} \); \( C_{\text{child}} \) is one of the neighbor cells of \( C_{\text{current}} \). Two cells are neighbors if they share a common edge. The shared edge between the neighbor cells can be intersected by obstacles. For example, in Figure 2, neighbors of Cell-A are Cells (B, E, F and H). Initially \( C_{\text{current}} \) is set to \( C_{\text{center}} \).

The robot covers each grid cell in the DFS tree by following the obstacle/cell boundary in a counter clockwise fashion. We refer to this motion plan as “CCWBF” (counter clockwise boundary following) in the rest of the paper. Note that there can be one entrance of a cell while there can be many exit points of a cell. We define \( e_j \) as the entrance of \( C_{\text{child}}^j \) (which is equal to the exit of \( C_{\text{current}} \)). If the robot in \( C_{\text{current}} \) hits the boundary of \( C_{\text{child}}^j \), \( C_{\text{parent}} \) becomes \( C_{\text{current}} \) and \( C_{\text{child}}^j \) becomes the new \( C_{\text{current}} \). The robot then starts covering new \( C_{\text{current}} \) by CCWBF until it hits the boundary of \( C_{\text{child}}^j \). It then recursively covers \( C_{\text{child}}^j \) and all its children and continues CCWBF until it reaches \( e_j \). When the robot comes back to \( e_j \), we say that the cell is covered. The robot then enters \( C_{\text{parent}} \) from \( e_j \). At this point, \( C_{\text{parent}} \) becomes \( C_{\text{current}} \) and the robot continues covering \( C_{\text{current}} \) by CCWBF again until it reaches to the entrance of \( C_{\text{current}} \). All the other cells in the grid are covered in a similar fashion.

Figure 2 illustrates an example execution of the coverage algorithm on a \( 3 \times 3 \) grid. The cells are indexed between \( A-I \) and the robot is initially located at Cell-A. Arrows show the direction the robot moves in a cell and the stars show entrance of each cell. The resulting DFS tree which represents the order the robot visits the grid cells is shown in
Due to space limitations we provide a brief sketch of the analysis.

We first study interactions between C-obstacles and grid cells.

**Lemma 5.** A corner of a C-obstacle is always an obtuse angle.

**Proof.** Let $E_i$ denote the incoming edge and $E_o$ denote the outgoing edge of the corner of an obstacle $P$. A corner of $P$ can be either convex (has an interior angle $\leq 180$ degrees) or concave (has an interior angle $> 180$ degrees). Let $v$ be a concave corner of $P$. We first examine how $v$ is mapped to a C-Obstacle corner. If $E_i$ and $E_o$ of $v$ are not in opposite quadrants, the robot sweeps $E_i$ and $E_o$ with its two different corners. Figure 3 (a) shows an example for this case. If $E_i$ and $E_o$ of $v$ are in opposite quadrants, then the robot sweeps $E_i$ and $E_o$ with its same corner. An example for this case is illustrated in Figure 3 (b). In both cases, $v$ remains as a concave corner in C-obstacle. Let $u$ be a convex corner of $P$. Second, we examine how $u$ is mapped to a C-Obstacle corner. We divide the second case into three subcases according to $E_i$ and $E_o$ being in the same or different quadrants.

1. **Subcase-1 (different but not in opposite quadrants):** If $E_i$ and $E_o$ are in different but not in opposite quadrants, then Minkowski sum introduces a new edge in the C-obstacle. This edge is either vertical/horizontal and has a length $D$. Therefore in this case, $u$ corresponds to two obtuse angle ($> 90$) corners in C-obstacle. Figure 4 (a) illustrates two examples for this case.

2. **Subcase-2 (opposite quadrants):** If $E_i$ and $E_o$ are in opposite quadrants (meaning that $u$ is with an obtuse angle), then the robot sweeps $E_i$ and $E_o$ with its same corner. Hence, the corresponding C-obstacle corner of $v$ still remains as an obtuse angle. Figure 4 (b) shows an example for this case.

3. **Subcase-3 (same quadrants):** If $E_i$ and $E_o$ are in the same quadrant, Minkowski sum introduces two new horizontal and vertical edges in the C-obstacle. This yields an obtuse angle followed by an orthogonal corner which is followed by another obtuse angle corner. Horizontal and vertical edges have length $D$. Figure 4 (c) shows an example for the subcase where $E_i$ and $E_o$ are in the same quadrant.

**Lemma 5.** along with the observation that a C-obstacle has edge length at least $D$, yields an interesting structural property: C-obstacles can divide a cell into at most two regions. The proof, illustrated in Figure 5, shows that the presence of a third C-obstacle contradicts Lemma 5.

Next, we prove the following lemma:
Lemma 6. The cost (in terms of distance traveled) of covering a region is $T_c < 4D$.

Since each grid cell is composed of at most two regions, we obtain an upper bound on covering a grid cell: $T_c \leq 8D$.

This allows us to bound the total time cover $Disk_i; T_{D_i} < 8N_id$. Here, $N_i$ denotes the number cells inside $Disk_i$.

The remaining analysis of Algorithm $SR$-obstacle is similar to the obstacle-free case. The only difference is the distance traveled by the robot in $CA$ which is upper bounded by $8N_id$. This yields our main result:

Theorem 7. The optimal expansion radius $r$ for the symmetric rendezvous algorithm for the environments with obstacles is $r = 1.123$. This choice of $r$ gives an algorithm that has a competitive ratio of $292.968 \frac{8}{D}$.

Concluding Remarks

We studied the symmetric rendezvous problem in planar settings and presented randomized algorithms for two robots to meet. We presented the details of the competitive analysis of the first algorithm designed for the open plane. We then extended this algorithm for environments with polygonal obstacles and presented an overview of its competitive analysis.

Our future work includes implementing these strategies on real robots. We will extend our results to handle asynchronous robots that start their search at different times. We will also investigate algorithms for symmetric multi-robot rendezvous.
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