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Abstract

Current exploration algorithms can be classified in two broad categories: Heuristic, and PAC optimal. While numerous researchers have used heuristic approaches such as $\epsilon$-greedy exploration successfully, such approaches lack formal, finite sample guarantees and may need a significant amount of fine-tuning to produce good results. PAC optimal exploration algorithms, on the other hand, offer strong theoretical guarantees but are inapplicable in domains of realistic size. The goal of this paper is to bridge the gap between theory and practice, by introducing C-PACE, an algorithm which offers strong theoretical guarantees and can be applied to interesting, continuous space problems.

1 Introduction and motivation

Efficient exploration is a central concept in Reinforcement Learning (RL). Contrary to the more straightforward, non-sequential, supervised active learning setting, we are often unable to collect samples from different parts of the state-action space at will. Samples must come from trajectories which depend on the dynamics of the underlying Markov Decision Process (MDP), which means that sampling certain states can be quite improbable unless we are actively trying to reach those states. Furthermore, even in cases where we have a generative model of the environment, it may be the case that only a tiny percentage of the state space is reachable from the starting state, and learning by collecting samples from the entire space would be very inefficient.

A number of relatively recent papers have proposed new algorithms, or analyzed known methods, to explore efficiently in unknown MDPs. Unfortunately, even after more than a decade of incremental improvements on complexity bounds, experimental results on challenging, realistic applications are absent. Instead, it appears that research on near optimal exploration is still focused on small, discrete state-action spaces. This is in stark contrast with the rest of the field, which has emphasized continuous and/or large MDPs.\footnote{While some research in PAC optimal exploration for continuous spaces exists (Kakade, Kearns, and Langford 2003), it does not offer a concrete, practical algorithm. See section 4 for more details.}

This paper contributes C-PACE, a new algorithm for exploration in continuous state MDPs, which is guaranteed to perform within some constant $\epsilon$ of the optimal policy on all but a small number of steps with high probability. In addition to our theoretical contribution, to demonstrate the applicability of the proposed approach in realistic problems, we present experimental results on a challenging six dimensional continuous HIV treatment domain.

2 Background

A Markov Decision Process (MDP) is a 5-tuple $(S, A, P, R, \gamma)$, where $S$ is the state space of the process, $A$ is the action space, $P$ is a Markovian transition model $(p(s'|s, a))$ denotes the probability density of a transition to state $s'$ when taking action $a$ in state $s), R$ is a reward function $(R(s, a, s')$ is the expected reward for taking action $a$ in state $s$ and transitioning to state $s''),$ and $\gamma \in [0, 1)$ is a discount factor for future rewards. A deterministic policy $\pi$ for an MDP is a mapping $\pi : S \rightarrow A$ from states to actions; $\pi(s)$ denotes the action choice in state $s$. The value $V^\pi(s)$ of a state $s$ under a policy $\pi$ is defined as the expected, total, discounted reward when the process begins in state $s$ and all decisions are made according to policy $\pi$. There exists an optimal policy $\pi^*$ for choosing actions which yields the optimal value function $V^*(s)$, defined recursively via the Bellman optimality equation: $V^*(s) = \max_a \{ \int s' p(s'|s, a) (R(s, a, s') + \gamma V^*(s')) \}$. $Q^*(s, a)$ and $Q^*(s, a)$ are similarly defined when action $a$ is taken at the first step.

In reinforcement learning, a learner interacts with a stochastic process modeled as an MDP and typically observes the state and immediate reward at each step; however, the transition model $P$ and the reward function $R$ are not accessible. The goal is to learn an optimal policy using the experience collected through interaction with the process. At each step of interaction, the learner observes the current state $s$, chooses an action $a$, and observes the resulting next state $s'$ and the reward received $r$, essentially sampling the transition model and the reward function of the process. Thus experience comes in the form of $(s, a, r, s')$ samples.

There have been many definitions of sample complexity in various RL settings. For the purposes of this paper, we employ the following definition due to Kakade (2003):
An exploration algorithm is said to be efficient if its sample complexity is polynomial in the covering number of the state-action space. Discrete, PAC optimal exploration algorithms measure their efficiency in terms of the number of states and actions. In continuous state-action spaces we have to use a definition which relates to the covering number of the space:

**Definition 2.2.** An exploration algorithm is said to be efficient if its sample complexity is polynomial in the covering number of the state-action space $\mathcal{N}_{S,A}(L_Q, \epsilon_d)$ (see Definition 3.2).

## 3 C-PACE: Continuous PAC optimal exploration

In many interesting problems, we do not start with a representative set of samples. Instead, acquiring samples is part of the learning process, and we are not only evaluated on the quality of the resulting policy, but also on the sample complexity of the algorithm.

While such criteria can be used for almost any problem, the most interesting cases from a practical perspective are problems with complicated dynamics and large state spaces, which cannot be sufficiently covered with a reasonable number of samples from a policy which selects actions uniformly at random (which is often what is used when we lack an expert policy). Additionally, while not strictly necessary for such problems to be interesting, we will assume that in general we cannot reset the process to any desired state (we do not have a generative model).

This section introduces C-PACE, an algorithm for PAC optimal exploration in continuous state spaces. Instead of discretizing the state-action space or using a parametric approximation technique, C-PACE assumes that there exists some distance metric in which the state-action value function is smooth. For simplicity of exposition, our choice of smoothness measure will be Lipschitz continuity, although C-PACE can easily be extended to support other forms of smoothness (such as Hölder continuity), simply by pushing the complexity into the distance function. A Lipschitz continuous $Q$-value function means that for any two state-action pairs we have $|Q(s, a) - Q(s', a')| \leq L_Q d(s, a, s', a')$. Even though it may be statistically impossible to sample transitions out of a particular state-action pair more than once, Lipschitz continuity allows us to use samples from nearby state-actions to approximate Bellman’s equation without introducing too much error. We will make this notion more concrete later in this section.

Similarly to other work in the field of PAC optimal exploration (Strehl and Littman 2005), C-PACE is based on the intuition that if we act according to the most optimistic scenario (Strehl and Littman 2005), C-PACE is based on the number of the state-action space to approximate Bellman’s equation without introducing too much error.

C-PACE’s optimism in the face of uncertainty comes in the way the estimate of Bellman’s equation is calculated. Instead of performing a simple average over nearby samples, an additional distance-dependent term is added. This term accounts for the maximum difference between the value of the state-action each sample originated from, and the value of the state-action whose Bellman equation we are trying to estimate.

### Definitions and assumptions

For simplicity we assume that all rewards lie in $[0, R_{\text{max}}]$ and $0 \leq Q_{\text{max}} \leq \frac{R_{\text{max}}}{1-\gamma}$. 3. $V^*(s, T)$ denotes the $T$ step truncated, discounted value function for policy $\pi$.

**Assumption 3.1.** We are given access to an approximate nearest neighbor algorithm\(^4\) which when queried about the $k$ nearest neighbors from a set of $N$ points, returns one of $cN$ sets of $k$ distinct approximate nearest neighbors, where if $d$ is the distance of the true $k$-th nearest neighbor, the approximate $k$-th nearest neighbor is no more than $c_m(d + c_a)$ away.

**Definition 3.2.** The approximate covering number $\mathcal{N}_{S,A}(L_Q, \epsilon_d)$ of a state-action space is the size of the largest minimal set $C$ of state-action pairs, such that for any $(s, a)$ reachable from the starting state, there exists $(s', a') \in C$ such that $L_Q c_m [d(s, a, s', a') + c_a] \leq \epsilon_d$.

**Definition 3.3.** A state-action pair $(s_i, a_i)$ is considered “known” if $L_Q d(s_i, a_i, s_k, a_k) \leq \epsilon_d$, where $(s_k, a_k)$ is its $k$-th approximate nearest neighbor in the sample set.

**Definition 3.4.** The value $x_i$ of each sample of Bellman’s equation is defined as the sampled reward plus the discounted, approximate, optimistic value of the sampled next state $\tilde{V}(s) = \max_a Q(s, a)$:

$$x_i = x_{(s_i, a_i, r_i, s'_i)} = r_i + \gamma \tilde{V}(s'_i)$$

**Definition 3.5.** For state-action $(s_i, a_i)$, the approximate optimistic $Q$ value function is defined as:

$$\tilde{Q}(s_i, a_i) = \frac{\sum_{j=1}^k \left\{ \min \left\{ \tilde{Q}_{\text{max}}, x_{j} + L_Q d_{ij}\right\} \right\}}{k}$$

where $\tilde{Q}_{\text{max}} = R_{\text{max}} + \gamma \tilde{Q}_{\text{max}}, d_{ij} = d(s_i, a_i, s_j, a_j)$ and $j = 1$ to $k$ are to be selected to be the $k$ approximate nearest sampled neighbors to state-action $(s_i, a_i)$ with $d_{ij} \leq \frac{Q_{\text{max}}}{L_Q}$.

If fewer than $k$ approximate neighbors exist within $\frac{Q_{\text{max}}}{L_Q}$, substitute the value of each missing neighbor with $\tilde{Q}_{\text{max}}$.\(^5\)

---

\(^2\)It is easy to prove that for some MDPs, certain states can be exponentially unlikely (in the size of the state-action space) to be reached by a policy which selects actions uniformly at random.

\(^3\)It is easy to satisfy the above assumption in all MDPs with bounded rewards by simply shifting the reward space.

\(^4\)In this work we are interested in large multi-dimensional sample sets, for which the cost of exact nearest neighbor queries quickly becomes prohibitive.

\(^5\)A very simple scheme for which $c = 1$, $c_m = 2$ and $c_a = 0$ is to cache the $k$-1 nearest neighbors for each sample, and answer $k$-NN queries by returning the $1$-NN and its $k$-1 cached nearest neighbors.

\(^6\)Note that if we have a bound better than $\frac{R_{\text{max}}}{1-\gamma}$ for $Q_{\text{max}}$, we may have $R_{\text{max}} + \gamma Q_{\text{max}} > Q_{\text{max}}$. 

---

775
The C-PACE algorithm

Given the above, C-PACE can be summarized as follows:

1. From state \(s\), select and perform an action according to 
   \[
   \arg \max_a Q(s, a).
   \]
2. If \((s, a)\) executed in step 1 is not known, add \((s, a, r, s')\) 
   to the sample set, and find the fixed point solution to \(Q\).
3. Go to step 1.

We will not try to categorize C-PACE as a model-free or 
model-based algorithm. On the one hand, C-PACE inte-
grates experience from all samples at every step, a trait 
commonly associated with model-based algorithms (Szita 
and Szepesvári 2010). On the other hand, it does not explicitly 
build a model, and its space requirements are less than what 
is typically required to build an accurate model, which have 
been defined as sufficient conditions for an algorithm to be 
considered model free by some authors (Strehl et al. 2006).

The rest of this section is devoted to proving that C-PACE 
explores efficiently. Intuitively, the proof is based on two 
key facts. The first is that at each step, C-PACE will either 
perform near optimally, or learn something new about the 
environment with high probability. The second is that there 
is only a finite number of things C-PACE can learn about 
the environment, so the number of suboptimal steps must be 
bounded.

Basic lemmata

Lemma 3.6. (Lemma 4.5 in Kakade, Kearns, and Lang-
ford (2003)) All state-actions reachable from the starting 
state(s) will become known after adding to most 
k_N(S, A, L_Q, \epsilon) samples.

Lemma 3.7. (Lemma 2 in Kearns and Singh (2002))
If \(T \geq \frac{1}{\gamma} \ln \frac{R_{\max}}{\epsilon^2}\), then 
\([V^\pi(s, T) - V^\pi(s)] \leq \frac{\epsilon}{\gamma T} \gamma^T\).

Although the following lemma was first stated for discrete 
state-action spaces, the proof readily extends to continuous 
state-action spaces if we allow for \(K\) to be an infinite set:

Lemma 3.8. (Generalized Induced Inequality) (Lemma 8 
in Strehl and Littman 2005) Let \(M\) be an MDP, \(K\) a set 
of state-action pairs, \(M'\) an MDP equal to \(M\) on \(K\) (identi-
fical transition and reward functions), \(\pi\) a policy, and \(T\) 
some positive integer. Let \(A_M\) be the event that a state-action 
pair not in \(K\) is encountered in a trial generated by starting from 
state \(s_1\) and following \(\pi\) for \(T\) steps in \(M\). Then:
\[
V_M^\pi(s_1, T) \geq V_{M'}^\pi(s_1, T) - Q_{\max} \Pr(A_M)
\]

Lemma 3.9. (Lemma 56 in Li 2009) Let \(x_1, x_2, x_3, \ldots \in B\) 
be a sequence of \(m\) independent Bernoulli trials, each with 
a success probability at least \(\mu\): \(E[x_i] \geq \mu\), for some constant 
\(\mu > 0\). Then for any \(l \in N\) and \(\delta \in (0, 1),\) with 
probability at least \(1 - \delta, x_1 + x_2 + \ldots + x_m \geq l\) if \(m \geq \frac{2}{\mu} (l + \ln \frac{2}{\delta})\).

In the following, \(B\) denotes the (exact) Bellman operator.

Lemma 3.10. Let \(\epsilon \geq 0\) be a constant such that: 
\((S, A) \in (S, A), BQ(s, a) \leq Q(s, a) + \epsilon.\) Then:
\[
\forall (s, a) \in (S, A), Q^\pi(s, a) \leq Q(s, a) + \epsilon \frac{1}{1 - \gamma}
\]

Proof. We will prove our claim by induction. All we need to 
prove is that \(B^i Q_0(s, a) \leq Q_0(s, a) + \sum_{j=0}^{i-1} \gamma^j \epsilon, \) and then 
take the limit as \(i \to \infty.\)

The base is given by hypothesis. Assuming that 
\(B^i Q_0(s, a) \leq Q_0(s, a) + \sum_{j=0}^{i-1} \gamma^j \epsilon, \) we’ll prove that the 
inequality also holds for \(i + 1:
\]
\[
B^{i+1} Q_0(s, a) = BB^i Q_0(s, a) 
\leq \sum_{s'} P(s'|s, a) \left( R(s, a, s') + \gamma \max_a B^i Q_0(s', a') \right) 
\leq \sum_{s'} P(s'|s, a) \left( R(s, a, s') + \gamma \left( \max_a Q_0(s', a') + \sum_{j=0}^{i-1} \gamma^j \epsilon \right) \right) 
= \sum_{s'} P(s'|s, a) \left( R(s, a, s') + \gamma \max_a Q_0(s', a') + \gamma \sum_{j=0}^{i-1} \gamma^j \epsilon \right) 
\leq Q_0(s, a) + \epsilon + \gamma \sum_{j=0}^{i-1} \gamma^j \epsilon 
= Q_0(s, a) + \sum_{j=0}^{i} \gamma^j \epsilon
\]

If we now take the limit as \(i \to \infty\) we have the original claim:
\[
\lim_{i \to \infty} B^i Q_0(s, a) \leq Q_0(s, a) + \sum_{j=0}^{i} \gamma^j \epsilon \to Q^\pi(s, a) 
\leq Q_0(s, a) + \frac{\epsilon}{1 - \gamma}
\]

Lemma 3.11. (Second part of theorem 4.1 in Williams and 
Baird (1993)). Let \(\epsilon = ||Q - BQ||_\infty\) denote the Bellman 
error magnitude for \(Q,\) and \(V^* \leq V_Q.\) The return \(V^\pi\) from 
the greedy policy over \(Q\) satisfies:
\[
\forall s \in S, V^\pi(s) \geq V^*(s) - \epsilon \frac{1}{1 - \gamma}
\]

Theorem 12. Let \(\epsilon_- \geq 0\) and \(\epsilon_+ \geq 0\) be constants such 
that: \(\forall (s, a) \in (S, A), -\epsilon_- \leq Q(s, a) - BQ(s, a) \leq \epsilon_+.\) 
The return \(V^\pi\) from the greedy policy over \(Q\) satisfies:
\[
\forall s \in S, V^\pi(s) \geq V^*(s) - \frac{\epsilon_- + \epsilon_+}{1 - \gamma}
\]

Proof. We set \(Q'(s, a) = Q(s, a) + \frac{\epsilon_- + \epsilon_+}{1 - \gamma}, \forall (s, a) \in (S, A).\) 
It’s easy to see that the performance achieved by the one 
step greedy policy \(\pi\) over \(Q\) and \(\pi'\) over \(Q'\) is the same: 
\(V^\pi(x) = V^*(x).\) From lemma 3.10 we have \(\forall (s, a) \in\)
\((S, A), Q'(s, a) \geq Q^*(s, a)\).  
\[ BQ'(s, a) = \sum_{s'} P(s'|s, a) \left( R(s, a, s') + \gamma \max_{a'} \left( Q(s', a') + \frac{\epsilon - 1 - \gamma}{1 - \gamma} \right) \right) \]
\[ = BQ(s, a) + \gamma \frac{\epsilon - 1 - \gamma}{1 - \gamma} \]
\[ \Rightarrow Q'(s, a) - BQ'(s, a) = (Q(s, a) - BQ(s, a)) + \epsilon - \epsilon_+ \leq \epsilon - \epsilon_+ \]

From Lemma 3.11 we have \(\forall s \in S, V^\pi(s) \geq V^*(s) - \frac{\epsilon + \epsilon_+}{1 - \gamma}\).  
\[
\square
\]

**Approximation**

Given a Lipschitz continuous value function, the value of any state-action pair can be expressed in terms of any other state-action pair as \(Q(s_i, a_i) = Q(s_i, a_i) + \xi_{ij} L Q d_{ij}\), where \(d_{ij} = d(s_i, a_i, s_j, a_j)\) and \(\xi_{ij}\) is a fixed but possibly unknown constant in \([-1, 1]\). For sample \((s_i, a_i, r_i, s'_i)\), define:

\[ x(s_i, a_i, r_i, s'_i) = r_i + \gamma V(s'_i) + \xi_{ij} L Q d_{ij}. \]

Then:

\[ E_{s'_i}[x(s_i, a_i, r_i, s'_i), r_i + \gamma V(s'_i) + \xi_{ij} L Q d_{ij}] = Q(s_i, a_i) + \xi_{ij} L Q d_{ij}. \]

Consider a state-action pair \((s_0, a_0)\) and its \(k\) approximate nearest neighbors \((s_i, a_i)\) for \(i = 1, \ldots, k\). We can arrive at an estimate of its value by averaging over the predicted value of all its neighbors (which may include itself if \((s_0, a_0)\) is a sampled state-action pair): \(\hat{Q}(s_0, a_0) = \frac{1}{k} \sum_{i=1}^k x(s_i, a_i, r_i, s'_i, 0)\).

Setting \(\xi_{ij} = 1\) \(\forall i, j\) we arrive at the definition of the approximate optimistic value function \(\hat{Q}\) (Definition 3.5).

In the following, \(B\) denotes the (exact) Bellman operator, \(\hat{B}\) denotes the approximate Bellman operator corresponding to the definition of \(\hat{Q}\) above, and \(\tilde{B}\) denotes the approximate Bellman operator defined by the right hand side of equation 1.

The Bellman error can be decomposed into two pieces: the maximum absolute overestimation and underestimation error \(\epsilon_s\) caused by using a finite number of neighbors, and the overestimation error caused by using neighbors at a non-zero distance from the point of interest \(\epsilon_d\) (remember that \(\epsilon_d\) is an input used at step 2 of the algorithm).

The following lemma helps bound the minimum number of neighbors \(k\) required to guarantee a particular \(\epsilon_s\) with probability \(1 - \delta\):  

**Lemma 3.13.**

If \(\frac{\epsilon_s^2}{\epsilon_d^2} \leq \frac{2N_{s,a}(L_Q, \epsilon_d)}{\delta}\), \(k \leq \frac{2N_{s,a}(L_Q, \epsilon_d)}{\delta}\); \(\epsilon_s \leq \hat{B}Q(s, a) - BQ(s, a) \leq \epsilon_s, w. p. 1 - \delta, \forall(s, a)\).

**Proof.** \(\hat{Q}\) is the (fixed) solution to the equations in Definition 3.5, and \(\tilde{B}\) differs from \(B\) in that it is the mean over \(k\) samples instead of the true expectation. Thus we can use Hoeffding’s inequality to bound the difference between applying \(\hat{B}\) and \(B\) to \(\hat{Q}\) for any \((s, a)\) (note that values in \(\hat{Q}\) will always lie in \([0, \hat{Q}_{\max}]\)):

\[ P(\hat{B}Q(s, a) - BQ(s, a) < \epsilon_s) \leq 2e^{-\frac{2\epsilon_s^2}{N_{s,a}(L_Q, \epsilon_d)}}. \]

From the union bound, we have that the probability \(\delta\) of the mean over \(k\) samples being more than \(\epsilon_s\) away in any of the \(kN_{s,a}(L_Q, \epsilon_d)\) possible combinations, is no more than the sum of the individual probabilities:

\[ \delta \leq kN_{s,a}(L_Q, \epsilon_d)2e^{-\frac{2\epsilon_s^2}{N_{s,a}(L_Q, \epsilon_d)}}. \]

Solving for \(k\), we have that for a given probability of failure \(\delta\) and error \(\epsilon_s\), assuming \(k \leq \frac{2N_{s,a}(L_Q, \epsilon_d)}{\delta}\), \(k\) needs to be at most: \(k = \frac{\hat{Q}_{\max}}{\epsilon_s^2} \ln \left( \frac{2N_{s,a}(L_Q, \epsilon_d)}{\delta} \right)\).

The following lemma translates the result from Lemma 3.13 from \(\hat{B}\) to \(B\) for known states:

**Lemma 3.14.**

If \(\frac{\epsilon_s^2}{\epsilon_d^2} \leq \frac{2N_{s,a}(L_Q, \epsilon_d)}{\delta}\), \(k \leq \frac{2N_{s,a}(L_Q, \epsilon_d)}{\delta}\);

\(-\epsilon_s \leq \hat{B}Q(s, a) - BQ(s, a) \leq \epsilon_s + \epsilon_d, w. p. 1 - \delta, \forall(s, a)\).

**Proof.** Follows directly from Lemma 3.13, the fact that \(0 \leq \hat{B}Q(s, a) - BQ(s, a) \leq \epsilon_d\) for all known \((s, a)\), and the fact that since \(\hat{Q}\) is fixed under \(\tilde{B}\), \(\tilde{B}Q(s, a) = Q(s, a), \forall(s, a)\).

**Lemma 3.15.** The set of equations in definition 3.5 has a unique fixed point.

**Proof.** Assuming \(Q\) is in a complete metric space, all we need to prove is that \(B\) is a contraction in maximum norm. Suppose \(||Q_1 - Q_2||_\infty = \epsilon\). For any \((s, a)\) we have:

\[ BQ_2(s, a) = \]

\[ = \frac{1}{k} \sum_{j=1}^k \min \left( Q_{\max} + r_j + \gamma \max_{a'} Q_1(s', a') + L_Q d_{ij} \right) \]

\[ \leq \frac{1}{k} \sum_{j=1}^k \min \left( Q_{\max} + r_j + \gamma \max_{a'} (Q_2(s', a') + \epsilon) + L_Q d_{ij} \right) \]

\[ \leq \frac{1}{k} \sum_{j=1}^k \min \left( Q_{\max} + r_j + \gamma \max_{a'} Q_2(s', a') + L_Q d_{ij} \right) + \gamma \epsilon \]

\[ \Rightarrow BQ_2(s, a) + \gamma \epsilon \]

\[ \Rightarrow BQ_1(s, a) \leq BQ_2(s, a) + \gamma \epsilon \]

Similarly we have that \(\tilde{B}Q_2(s, a) \leq \hat{B}Q_1(s, a) + \gamma \epsilon\) which completes our proof.

\(\square\)

\(\text{This is not part of the algorithm. The lemma calculates what would be the difference between these two operators if we were to apply them to the fixed point solution to } \hat{Q}. \text{ Also note that the manner in which the Hoeffding bound is used (to bound } \epsilon_s) \text{ requires that the noise between different samples be independent, a fact which is guaranteed by the Markov property. The position of the samples is not required to be (and in practice will not be) independent. } \epsilon_d \text{ covers the worst case errors which may be introduced by biased placement of samples in the state-action space.}\)
Efficient exploration

The following theorem is the main theorem of this section. It allows us to guarantee that the number of steps in which the performance of C-PACE is significantly worse than that of an optimal policy starting from the current state is at most log-linear in the covering number of the state-action space with probability $1 - \delta$.

**Theorem 3.16.** Let $M$ be an MDP, $\tilde{\pi}_t$ be the greedy policy over $\hat{Q}$ at time $t$, $s_t$ be the state at time $t$ and $\hat{Q}_{\tilde{\pi}_t}^t(s_a) \leq k \leq 2\hat{Q}_{\tilde{\pi}_t}^t(s_a)$. For a trajectory of arbitrary length, with probability at least $1 - \delta$, there will be at most: $2\hat{Q}_{\tilde{\pi}_t}^t\left(k\hat{N}_{S,A}(L_{\hat{Q}}, \epsilon_d) + \ln \frac{2}{\delta}\right)$ time-steps $t$, where $\epsilon_K = (1 - \gamma)\hat{Q}_{\max}Pr(A_M)$, such that:

$$V_{\tilde{\pi}_t}^t(s_t) < V_{M}^t(s) - \frac{2\epsilon_K + 2\epsilon_T + \epsilon_d + 2\epsilon_s}{1 - \gamma}. \tag{2}$$

**Proof.** Let $M'$ be an MDP that is equal to $M$ on all known state-action pairs. All other state-action pairs transition deterministically with reward $R(s, a) = \hat{Q}(s, a)$ to an absorbing state with reward 0. Let $A_M$ be the event that $\tilde{\pi}_t$ encounters an unknown state-action in $T$ steps. At every time step, exactly one of two things can happen:

1. $Pr(A_M) \geq \frac{\epsilon_K}{\max(1 - \gamma)}$. From Lemma 3.9, with probability $1 - \frac{\delta}{2}$, this can happen to no more than $\frac{2\hat{Q}_{\max}^T}{\epsilon_K}\left(k\hat{N}_{S,A}(L_{\hat{Q}}, \epsilon_d) + \ln \frac{2}{\delta}\right)$ non-overlapping trajectories of length $T$ before all state-actions become known. Setting $T = \frac{1}{1 - \gamma} \ln \frac{R_{\max}^t}{\epsilon_K}$ we have that this can happen to no more than $\frac{2\hat{Q}_{\max}^T}{\epsilon_K}\left(k\hat{N}_{S,A}(L_{\hat{Q}}, \epsilon_d) + \ln \frac{2}{\delta}\right)$ time-steps.

2. $Pr(A_M) < \frac{\epsilon_K}{\max(1 - \gamma)}$ for state $s$ at time $t$. With probability $1 - \frac{\delta}{2}$:

$$V_{M}^{\tilde{\pi}_t}(s_t) \geq V_{M}^{\tilde{\pi}_t}(s_t, T)$$

$$\geq V_{M}^{\tilde{\pi}_t}(s_t, T) - \frac{\epsilon_K}{1 - \gamma}$$

$$\geq V_{M}^{\tilde{\pi}_t}(s_t) - \frac{\epsilon_K + \epsilon_T}{1 - \gamma}$$

$$\geq V_{M}^t(s) - \frac{\epsilon_K + \epsilon_T + \epsilon_d + 2\epsilon_s}{1 - \gamma}$$

$$\geq V_{M}^t(s, T) - \frac{2\epsilon_K + \epsilon_T + \epsilon_d + 2\epsilon_s}{1 - \gamma}$$

$$\geq V_{M}^t(s, T) - \frac{\epsilon_K + \epsilon_T + \epsilon_d + 2\epsilon_s}{1 - \gamma}$$

$$\geq V_{M}^t(s) - \frac{2\epsilon_K + \epsilon_T + \epsilon_d + 2\epsilon_s}{1 - \gamma}.$$

Note that at the moment we assume that we don’t underestimate the Lipschitz constant (cases where the Lipschitz constant is overestimated are accounted for). If we were to bound the Bellman error due to underestimations of the Lipschitz constant by $\epsilon_L$, an extra term of $2\epsilon_L$ would appear in the numerator of equation 2.

3. This may require the addition of an extra state. One could assume that this state exists in the original MDP but is unreachable.

4 Related Work

PAC optimal exploration

During the last decade, there has been a significant body of work addressing PAC optimal exploration. However, the vast majority of papers only address the discrete case, providing incremental improvements on complexity bounds. The best of these bounds offer log-linear dependence on the size of the state-action space. Unfortunately, the huge constants associated with these bounds preclude the use of the associated algorithms in non-trivially sized, discrete MDPs, which coupled with their inability to handle continuous spaces makes them inapplicable in challenging, realistic domains.

Exploration in Metric State Spaces (Kakade, Kearns, and Langford 2003) is the only example we are aware of in the PAC MDP literature which tries to address exploration in continuous state spaces. While definitely a step in the right direction, the paper did not offer a concrete algorithm. Instead, an efficient black box approximate planner and local approximate modeling algorithm are assumed to exist. Unfortunately some of the assumptions regarding the abilities of these black box algorithms are overly optimistic (e.g. good model approximation everywhere not just with some probability $1 - \delta$).

Nouri and Littman (2008) and Jong and Stone (2007) present interesting algorithms for exploration in continuous state spaces, but stop short of providing PAC-optimal bounds for them. For cases where the user can come up with a good set of features but not an exploration strategy, Strehl and Littman (2008) provide an algorithm that can explore in polynomial time in environments whose dynamics can be accurately modeled by linear regression. Similarly, Brunskill et al. (2009) also use parametric models, but allow for the state-action space to be partitioned into multiple models, rather than a monolithic one.

An interesting algorithm for discrete MDPs which has a number of similarities with C-PACE is Model-Based Interval Estimation (Strehl and Littman 2005). Similarly to C-PACE, Model-Based Interval Estimation integrates new samples as soon as they are available, instead of integrating in batches. In addition, like C-PACE it always acts assuming the best of all possible worlds consistent with its hypothesis is true, achieving exploration in an implicit manner, rather than explicitly choosing to explore or exploit at each timestep.

Delayed Q-learning (Strehl et al. 2006) was the first model-free algorithm for PAC optimal reinforcement learning with log-linear dependence on the number of state-actions. Its bounds have since been improved upon by a model based algorithm (Szita and Szepesvári 2010).
Other forms of exploration

While PAC optimal exploration is arguably one of the most theoretically interesting forms of exploration, other forms of exploration have been proposed and other methods used over the years.

One of the simplest and most commonly used approaches to exploration is the so called $\epsilon$-greedy family of algorithms. Although they are guaranteed to explore the entire state-action space eventually, the time required may be exponential in the size of the state-action space.

Another approach to exploration is that of Bayesian or PAC-Bayesian exploration (Kolter and Ng 2009). Bayesian exploration tries to optimize for a very different goal from that of typical PAC optimal methods. Its assumption is that all that matters is the cumulative discounted reward from the current state, and as such it chooses to explore unknown state-actions only when those state-actions are expected to perform better than the known state-actions. This leads to a significantly more myopic algorithm, which explores far less than other PAC optimal methods. Such an approach would be appropriate in situations where its assumptions are true, which, for example, may include the testing phase in a learning scenario with both learning and testing phases.

5 Simulated HIV treatment

The simulated HIV treatment problem (Adams et al. 2004), introduced to reinforcement learning by Ernst et al. (2006), is a six dimensional continuous state space, two dimensional discrete action space problem, modeled after clinical data. The state space of the process, abbreviated as $(T_1, T_2, T_4, V, E)$ measures the concentrations of healthy $CD4^+$ T-lymphocytes, healthy macrophages, infected $CD4^+$ T-lymphocytes, infected macrophages, free virus particles and HIV-specific cytotoxic T-cells, updated every five days. The action space of the process is comprised of the administration of two drugs over the next five days, a reverse transcriptase inhibitor and a protease inhibitor.

The reward of the process at time $t$ is: $1,000E_2 - 0.1V_4 - 20,000e_{11}^2 - 2,000e_{22}^2$, $e_{11}$ and $e_{22}$ are equal to 0.7 and 0.3 respectively when the reverse transcriptase inhibitor and protease inhibitor are administered and 0 otherwise. The agent is rewarded for having a large number of HIV-specific cytotoxic T-cells, while it is penalized for having a large number of free virus particles, and for using each of the drugs, as these drugs have severe, adverse side effects.

In the absence of treatment, the system of ordinary differential equations exhibits three physical equilibrium points (and several non physical ones for which one or more state variables are negative). The uninfected state $S = (10^6, 3198, 0, 0, 0, 10)$, which is an unstable equilibrium point (even slight perturbations lead away from this equilibrium), the "healthy" locally stable equilibrium point, $S = (967839, 621, 76, 6, 415, 353108)$ and the "non-healthy" locally stable equilibrium point, $S = (163573, 5, 11945, 46, 63919, 24)$. Simulations show that the basin of attraction of the healthy steady-state is relatively small compared to the one of the non-healthy steady state, and in the absence of drugs, perturbation of the uninfected steady state by adding as little as one single particle of virus per ml of blood plasma leads to asymptotic convergence towards the non-healthy steady state. For further details readers can consult earlier work on this domain (Ernst et al. 2006).

In all experiments below, the Lipschitz constant was set to $10^3$, the distance function was set to be the max-norm over the state-action space, and $k = 1$ (the model for this domain is deterministic). At the start of every episode, the domain was initialized to the "non-healthy" steady state.

A policy which selects actions uniformly at random, often used to obtain samples from typical RL domains was unable to generate samples anywhere but in the vicinity of the "non-healthy" steady state. Additionally several discretization based PAC-optimal exploration algorithms were unable to yield meaningful performance improvement after several days of computation, for various discretization thresholds. As such, we consider this domain a good testbed for an exploration algorithm. Figure 1 (a) shows total accumulated discounted reward achieved by C-PACE as a function of training episodes. Although the performance is very poor at first, C-PACE is able to find a good policy in less than 500 episodes.

Figure 1 (b) shows the policy followed at the 1000th episode while figures 1 (c) through (h) show the path through the state space for the the 1000th episode. By repeatedly cycling the drugs, the agent is able to take the patient from the "non-healthy" steady state to the "healthy" steady state, where the number of HIV-specific cytotoxic T-cells is high, the number of free virus particles is low, and drugs are no longer required to manage the disease.

Since our choice of reward function and dynamics are the same as the ones used in earlier work, our results are directly comparable. Of course one would be comparing the combination of human effort to find a good exploration schedule and a "best estimate" algorithm (Ernst et al. 2006), or a pure planning algorithm using the model (Busoniu et al. 2011), versus the fully automated exploration of C-PACE, which needs to convince itself that no better policy exists before it starts to follow the same trajectory to the goal consistently. To the best of our knowledge, this is the first time this problem (or any other problem of comparable difficulty) has been tackled by a PAC optimal exploration algorithm.

6 Future work

While these simulation results are very encouraging, there are still aspects of the real world as they would apply to the HIV treatment and many other domains, that we have not yet considered.

For the HIV treatment problem the number of exploration episodes needed to arrive at a good treatment strategy are
fairly modest, even by real world standards. However, in our simulations, the trials were done in succession. Considering that for the HIV domain each episode lasts two years, arriving at a good policy in this way would require several centuries. An important step forward would be to develop algorithms that can exploit multiple parallel executions on the same MDP, integrating information and choosing actions to maximize global knowledge and performance.

Another aspect of the real world which our exploration algorithm did not take into account is that the true cost of exploration is more than just the number of steps for which we perform worse than near optimally. This is obviously true when dealing with patients, but it is also true with mechanical systems. Even if, for example our budget allows us to crash a number of autonomous helicopters while learning to fly, that number will be prohibitively small compared to most PAC bounds. Consequently methods for safe exploration are of great real world interest (Moldovan and Abbeel 2012).

Our analysis applies to both discrete and continuous/multidimensional action spaces. Unfortunately, selecting the action which maximizes $Q$ over large/infinite sets of actions is far from trivial, and approximate methods could break any PAC guarantees. An effective method for efficient action selection which maintains PAC guarantees would extend the applicability of C-PACE to many interesting problems.

Finally, the central assumption made by C-PACE is that there exists some distance function in which the value function is smooth (Lipschitz continuous in our analysis). While it is reasonable to expect that such a distance function exists, many obvious distance functions that a user might try to use may not satisfy this requirement, or may have a large Lipschitz constant. Automatic discovery of suitable distance functions is an important next step.

## 7 Conclusion

In this paper, we presented C-PACE, the first practical, model-free, PAC-optimal algorithm for exploration in continuous spaces using real trajectories for learning. C-PACE requires only a guess of the Lipschitz constant of the $Q$-function for the chosen distance metric and the maximum tolerable error due to sampling as input. Using these and an approximation to the Bellman operator, it provides a straightforward and easily implemented exploration algorithm with strong performance guarantees. We have demonstrated the ability of C-PACE to explore and learn good policies for a challenging, six-dimensional problem, the first time a PAC-optimal algorithm has been applied to a problem of such size and difficulty.
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