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Abstract

We present a siamese adaptation of the Long Short-Term Memory (LSTM) network for labeled data comprised of pairs of variable-length sequences. Our model is applied to assess semantic similarity between sentences, where we exceed state of the art, outperforming carefully handcrafted features and recently proposed neural network systems of greater complexity. For these applications, we provide word-embedding vectors supplemented with synonymic information to the LSTMs, which use a fixed size vector to encode the underlying meaning expressed in a sentence (irrespective of the particular wording/syntax). By restricting subsequent operations to rely on a simple Manhattan metric, we compel the sentence representations learned by our model to form a highly structured space whose geometry reflects complex semantic relationships. Our results are the latest in a line of findings that showcase LSTMs as powerful language models capable of tasks requiring intricate understanding.

Introduction

Text understanding and information retrieval are important tasks which may be greatly enhanced by modeling the underlying semantic similarity between sentences/phrases. In particular, a good model should not be susceptible to variations of wording/syntax used to express the same idea. Learning such a semantic textual similarity metric has thus generated a great deal of research interest (Marelli et al. 2014). However, this remains a hard problem, because labeled data is scarce, sentences have both variable length and complex structure, and bag-of-words/tf-IDF models, while dominant in natural language processing (NLP), are limited in this context by their inherent term-specificity (c.f. Mihalcea, Corley, and Strapparava 2006).

As an alternative to these ideas, Mikolov et al. (2013) and others have demonstrated the effectiveness of neural word representations for analogies and other NLP tasks. Recently, interests have shifted toward extensions of these ideas beyond the individual word-level to larger bodies of text such as sentences, where a mapping is learned to represent each sentence as a fixed-length vector (Kiros et al. 2015; Tai, Socher, and Manning 2015; Le and Mikolov 2014).

Naturally suited for variable-length inputs like sentences, recurrent neural networks (RNN), especially the Long Short-Term Memory model of Hochreiter and Schmidhuber (1997), have been particularly successful in this setting for tasks such as text classification (Graves 2012) and language translation (Sutskever, Vinyals, and Le 2014). RNNs adapt standard feedforward neural networks for sequence data $\{x_t \in \{1, \ldots, T\}, where at each $t \in \{1, \ldots, T\}$, updates to a hidden-state vector $h_t$ are performed via

$$h_t = \text{sigmoid}(W x_t + U h_{t-1})$$ (1)

While Siegelmann and Sontag (1995) have shown that the basic RNN is Turing-complete, optimization of the weight-matrices is difficult because its backpropagated gradients become vanishingly small over long sequences. Practically, the LSTM is superior to basic RNNs for learning long range dependencies through its use of memory cell units that can store/access information across lengthy input sequences. Like RNNs, the LSTM sequentially updates a hidden-state representation, but these steps also rely on a memory cell containing four components (which are real-valued vectors): a memory state $c_t$, an output gate $o_t$ that determines how the memory state affects other units, as well as an input (and forget) gate $i_t$ and $f_t$ that controls what gets stored in and omitted from memory based on each new input and the current state. Below are the updates performed at each $t \in \{1, \ldots, T\}$ in an LSTM parameterized by weight matrices $W_i, W_f, W_o, W_c, U_i, U_f, U_o$ and bias-vectors $b_i, b_f, b_o, b_c$:

$$i_t = \text{sigmoid}(W_i x_t + U_i h_{t-1} + b_i)$$ (2)

$$f_t = \text{sigmoid}(W_f x_t + U_f h_{t-1} + b_f)$$ (3)

$$\tilde{c}_t = \tanh(W_c x_t + U_c h_{t-1} + b_c)$$ (4)

$$c_t = i_t \odot \tilde{c}_t + f_t \odot c_{t-1}$$ (5)

$$o_t = \text{sigmoid}(W_o x_t + U_o h_{t-1} + b_o)$$ (6)

$$h_t = o_t \odot \tanh(c_t)$$ (7)

A more thorough exposition of the LSTM model and its variants is provided by Graves (2012) and Greff et al. (2015).

Although the success of LSTM language models eludes current theoretical understanding, Sutskever, Vinyals, and Le (2014) empirically validate the intuition that an effectively trained network maps each sentence onto a fixed-length vector which encodes the underlying meaning expressed in the text. Recent works have proposed many...
other LSTM variants such as the simple gated recurrent unit (GRU) of Cho et al. (2014). After extensive empirical analysis, Greff et al. (2015) question whether any of the proposed modifications reliably outperforms the basic LSTM model. Broader architectural revisions of the sequential RNN have also been introduced for modeling text, including bidirectional, multi-layer (Graves 2012), and recursive tree-structures (Socher 2014).

In this work, we show that, given enough data, a simple adaptation of the LSTM may be trained on paired examples to learn a highly structured space of sentence-representations that captures rich semantics. Our results, like the language translation experiments of Sutskever, Vinyals, and Le (2014), demonstrate that standard LSTMs can perform remarkably well on seemingly complex NLP problems. Despite its simplicity, our approach exhibits superior performance than the current state of the art for evaluating similarity between sentences.

Formally, we consider a supervised learning setting where each training example consists of a pair of sequences \((x_{1}^{a}, \ldots, x_{T_{a}}^{a}), (x_{1}^{b}, \ldots, x_{T_{b}}^{b})\) of fixed-size vectors (each \(x_{i}^{(a)}, x_{i}^{(b)} \in \mathbb{R}^{d_{w}}\)) along with a single label \(y\) for the pair. Note that the sequences may be of different lengths \(T_{a} \neq T_{b}\) and the sequence lengths can vary from example to example. While we treat the two sequences symmetrically, our methods may be easily extended to the case where the \((x_{1}^{a}, \ldots, x_{T_{a}}^{a})\) stem from one domain and \((x_{1}^{b}, \ldots, x_{T_{b}}^{b})\) from another. Assuming the given \(y\) values reflect an underlying measure of similarity, our algorithms produce a mapping from a general space of variable length sequences into an interpretably structured metric space of fixed dimensionality (which can be applied to new examples not present in the data unlike manifold embedding techniques such as multidimensional scaling).

Our motivating example is the task of scoring similarity between sentences, given example pairs whose semantic similarity has been labeled by humans as \(y\). In this case, each \(x_{i}^{(a)}\) denotes the vector representation of a word from the first sentence while the \(x_{i}^{(b)}\) denote word vectors from the second. Thus, we employ LSTMs with the explicit goal to learn a metric that reflects semantics, in contrast to the work of Sutskever, Vinyals, and Le (2014), where such properties emerge in the learned representations as indirect effects of the translation task.

**Related Work**

Due to its importance across diverse applications, semantic similarity evaluation was selected as the first task of SemEval 2014, where numerous researchers applied methods to a labeled dataset containing pairs of sentences involving compositional knowledge (SICK) (Marelli et al. 2014). Competitive methods for this data have all utilized both heterogeneous features (e.g. word overlap/similarity, negation modeling, sentence/phrase composition) as well as external resources (e.g. Wordnet (Miller 1995)), and a wide variety of learning algorithms have been applied (e.g. SVM, Random forest, k-Nearest Neighbors, and model ensembles). One of the best original submissions, from Zhao, Zhu, and Lan (2014), learns vector-space representations using latent semantic analysis along with numerous other handcrafted features. Another high-performing system, from Bjerva et al. (2014), uses formal semantics and logical inference in conjunction with features derived from the popular word2vec neural language model of Mikolov et al. (2013), whose word vectors we employ as the sole input to our model.

Recently, three neural network methods more similar to our approach have produced marked improvements in performance. He, Gimpel, and Lin (2015) propose an elaborate convolutional network (ConvNet) variant which infers sentence similarity by integrating various differences across many convolutions at varying scales. These authors explain that their substantial architectural engineering is necessary due to the limited availability of labeled data, an issue we deal with in this work by augmenting the training set.

Kiros et al. (2015) propose the skip-thoughts model, which extends the skip-gram approach of word2vec from the word to sentence level. This model feeds each sentence into an RNN encoder-decoder (with GRU activations) which attempts to reconstruct the immediately preceding and following sentences. To adapt their approach to the sentence similarity task, Kiros et al. first pass a sentence through the RNN encoder (whose weights are fixed after training on the initial corpus) to obtain a skip-thought vector. Subsequently, a separate classifier is trained on the SICK data using features derived from differences and products between skip-thought vectors for the pair of sentences appearing in each training example. As in the encoder-decoder framework of Sutskever, Vinyals, and Le (2014), semantic properties emerge in the skip-thought representations as indirect effects rather than being explicitly targeted in the objective.

Tai, Socher, and Manning (2015) propose Tree-LSTMs which generalize the order-sensitive chain-structure of standard LSTMs to tree-structured network topologies. Each sentence is first converted into a parse tree (using a separately trained parser), and the Tree-LSTM composes its hidden state at a given tree node from the corresponding word as well as the hidden states of all child nodes. The hope is that by reflecting syntactic properties of a sentence, the parse tree structured network can propagate necessary information more efficiently than a sequentially restricted architecture. This model is adapted for sentence similarity just as by Kiros et al., where representations of the input sentences are now produced by Tree-LSTMs rather than skip-thoughts (Tree-LSTM representations are however jointly trained together with the final classifier on the SICK dataset).

Our proposed model also represents sentences using neural networks whose inputs are word vectors learned separately from a large corpus. However, our representation learning objective directly reflects the given semantic similarity labels unlike the approach of Kiros et al. While these aforementioned neural networks utilize complex learners to predict semantic similarity from the sentence representations, we impose stronger demands: namely, a semantically structured representation space should be learned such that simple metrics suffice to capture sentence similarity. This perspective also underlies the siamese architec-
ture for face verification developed by Chopra, Hadsell, and LeCun (2005), which utilizes symmetric ConvNets where we use LSTMs. Siamese neural networks have been proposed for a number of metric learning tasks (Yih et al. 2011; Chen and Salman 2011), but to our knowledge, recurrent connections remain largely unexplored in this context.

**Manhattan LSTM Model**

The proposed Manhattan LSTM (MaLSTM) model is outlined in Figure 1. There are two networks LSTM\_a and LSTM\_b which each process one of the sentences in a given pair, but we solely focus on siamese architectures with tied weights such that LSTM\_a = LSTM\_b in this work. Nevertheless, the general untied version of this model may be more useful for applications with asymmetric domains such as information retrieval (where search queries are stylistically distinct from stored documents).

![Figure 1: Our model uses an LSTM to read in word-vectors representing each input sentence and employs its final hidden state as a vector representation for each sentence. Subsequently, the similarity between these representations is used as a predictor of semantic similarity.](image)

The LSTM learns a mapping from the space of variable length sequences of \(d_{in}\)-dimensional vectors into \(\mathbb{R}^{d_{rep}}\) \((d_{in} = 300, d_{rep} = 50\) in this work). More concretely, each sentence (represented as a sequence of word vectors) \(x_1, \ldots, x_T\), is passed to the LSTM, which updates its hidden state at each sequence-index via equations (2)-(7). The final representation of the sentence is encoded by \(h_T \in \mathbb{R}^{d_{rep}}\), the last hidden state of the model. For a given pair of sentences, our approach applies a pre-defined similarity function \(g : \mathbb{R}^{d_{rep}} \times \mathbb{R}^{d_{rep}} \rightarrow \mathbb{R}\) to their LSTM-representations. Similarities in the representation space are subsequently used to infer the sentences’ underlying semantic similarity.

Note that unlike typical language modeling RNNs, which are used to predict the next word given the previous text, our LSTMs simply function like the encoder of Sutskever, Vinyals, and Le (2014). Thus, the sole error signal backpropagated during training stems from the similarity between sentence representations \(h_T^{(a)}, h_T^{(b)}\), and how this predicted similarity deviates from the human annotated ground truth relatedness. We restrict ourselves to the simple similarity function \(g(h_T^{(a)}, h_T^{(b)}) = \exp(-||h_T^{(a)} - h_T^{(b)}||_1) \in [0, 1]\).

This forces the LSTM to entirely capture the semantic differences during training, rather than supplementing the RNN with a more complex learner that can help resolve shortcomings in the learned representations as done by Kiros et al. (2015) and Tai, Socher, and Manning (2015).

As Chopra, Hadsell, and LeCun (2005) point out, using a \(\ell_2\) rather than \(\ell_1\) norm in the similarity function can lead to undesirable plateaus in the overall objective function. This is because during early stages of training, a \(\ell_2\)-based model is unable to correct errors where it erroneously believes semantically different sentences to be nearly identical due to vanishing gradients of the Euclidean distance. Empirically, our results are fairly stable across various types of simple similarity function, but we find that \(g\) utilizing the Manhattan distance slightly outperforms other reasonable alternatives such as cosine similarity (used in Yih et al. 2011).

**Semantic relatedness scoring**

The SICK data contains 9927 sentence pairs with a 5,000/4,927 training/test split (Marelli et al. 2014). Each pair is annotated with a relatedness label \(\in [1, 5]\) corresponding to the average relatedness judged by 10 different individuals. Although their skip-thoughts RNN is trained on a vast corpus for two weeks, Kiros et al. (2015) point out that it is unable to distinguish between many of the test-set sentences shown in Table 1, highlighting the difficulty of this task.

<table>
<thead>
<tr>
<th>Sentence pair</th>
<th>G</th>
<th>S</th>
<th>M</th>
</tr>
</thead>
<tbody>
<tr>
<td>A little girl is looking at a woman in costume.</td>
<td>4.7</td>
<td>4.5</td>
<td>4.8</td>
</tr>
<tr>
<td>A young girl is looking at a woman in costume.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>A person is performing tricks on a motorcycle.</td>
<td>2.6</td>
<td>4.4</td>
<td>2.9</td>
</tr>
<tr>
<td>The performer is tricking a person on a motorcycle.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Someone is pouring ingredients into a pot.</td>
<td>2.4</td>
<td>3.6</td>
<td>2.5</td>
</tr>
<tr>
<td>A man is removing vegetables from a pot.</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Nobody is pouring ingredients into a pot.</td>
<td>3.5</td>
<td>4.2</td>
<td>3.7</td>
</tr>
<tr>
<td>Someone is pouring ingredients into a pot.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: Example sentence pairs from the SICK test data. \(G\) denotes ground truth relatedness \(\in [1, 5]\). \(S\) = skip-thought predictions, and \(M\) = MaLSTM predictions.

To enable our model to generalize beyond the limited vocabulary present in the SICK training set, we provide the LSTM with inputs that reflect relationships between words beyond what can be inferred from the small number of training sentences. LSTMs typically require large datasets to achieve good generalization due to their vast numbers of parameters, and we thus augment our dataset with numerous additional training examples, a common practice in SemEval systems (Marelli et al. 2014) as well as high-performing neural networks. Like many top performing semantic similarity systems, our LSTM takes as input word-vectors which have been pre-trained on an external corpus. We use the 300-dimensional word2vec embeddings\(^1\) which Mikolov et al. (2013) demonstrate can capture intricate inter-word relationships such as \(\text{vec(king)} - \text{vec(man)} + \text{vec(woman)} \approx\)

\(^1\)Publicly available at: code.google.com/p/word2vec
vec(queen). We encourage invariance to precise wording and expand our dataset by employing thesaurus-based augmentation in which 10,022 additional training examples are generated by replacing random words with one of their synonyms found in Wordnet (Miller 1995). A similar strategy is also successfully adopted by Zhang, Zhao, and LeCun (2015). Unlike the SemEval 2014 submissions, our methods do not require extensive manual feature generation beyond the separately trained word2vec vectors.

The MaLSTM predicts relatedness for a given pair of sentences via $g(h^{(a)}_{T}, h^{(o)}_{T})$, and we train the siamese network using backpropagation-through-time under the mean-squared-error (MSE) loss function (after rescaling the training-set relatedness labels to lie in $[0, 1]$). SemEval evaluates predicted similarities against the given human-annotated similarities on three metrics: Pearson correlation, Spearman correlation, and MSE. Due to the simple construction of our similarity function, the predictions of our model are constrained to follow the $\exp(-x)$ curve and are thus not suited for these evaluation metrics. After training our model, we apply an additional nonparametric regression step to obtain better-calibrated predictions (with respect to MSE). Over the training set, the given labels (under original $[1, 5]$ scale) are regressed against the univariate MaLSTM $g$-predicted relatedness as the sole covariate, and the fitted regression function is evaluated on the MaLSTM-predicted relatedness of the test pairs to produce adjusted final predictions. We use the classical local-linear estimator discussed in Fan and Gijbels (1992) with bandwidth selected using leave-one-out cross-validation. This calibration step serves as a minor correction for our restrictively simple similarity function (which is necessary to retain interpretability of the sentence representations).

Training details

Our LSTM uses 50-dimensional hidden representations $h_t$ and memory cells $c_t$. Optimization of the parameters is done using the Adadelta method of Zeiler (2012) along with gradient clipping (rescaling gradients whose norm exceeds a threshold) to avoid the exploding gradients problem (Pascanu, Mikolov, and Bengio 2013). We employ early-stopping based on a validation set containing 30% of the training examples.

It is well-known that the success of LSTMs depends crucially on their initialization, and often parameters transferred from neural networks trained for a different task can serve as a strong starting point for the optimization (c.f. Bengio 2012). We first initialize our LSTM weights with small random Gaussian entries (and a separate large value of 2.5 for the forget gate bias to facilitate modeling of long range dependence). Then, our MaLSTM is (pre)trained as previously described on separate sentence-pair data provided for the earlier SemEval 2013 Semantic Textual Similarity task (Agirre and Cer 2013). The weights resulting from this pre-training thus form our starting point for the SICK data, which is markedly superior to a random initialization.

Results

The MaLSTM is able to accurately score the Table 1 examples which Kiros et al. highlight as difficult for their skip-thoughts model. Despite being calibrated for MSE, our approach performs better than existing systems for the semantic relatedness task across all three evaluation metrics (see Table 2). Note that because all results shown in Table 2 rely on additional feature generation (e.g. dependency parses) or data augmentation schemes, this is only an evaluation of complete relatedness-scoring systems rather than a fair comparison of the different learning algorithms employed. Nonetheless, we perform ablation experiments to better understand our methods finding that the Pearson-correlation (the primary SemEval performance metric) of our approach worsens by: 0.01 without regression calibration, 0.02 without pre-training, and 0.04 without synonym augmentation. Due to the limited available training data, we do not realize performance gains by switching to multi-layer or bidirectional LSTMs.

<table>
<thead>
<tr>
<th>Method</th>
<th>$r$</th>
<th>$\rho$</th>
<th>MSE</th>
</tr>
</thead>
<tbody>
<tr>
<td>Illinois-LH</td>
<td>0.7993</td>
<td>0.7538</td>
<td>0.3692</td>
</tr>
<tr>
<td>(Lai and Hockenmaier 2014)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>UNAL-NLP</td>
<td>0.8070</td>
<td>0.7489</td>
<td>0.3550</td>
</tr>
<tr>
<td>(Jimenez et al. 2014)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Meaning Factory</td>
<td>0.8268</td>
<td>0.7721</td>
<td>0.3224</td>
</tr>
<tr>
<td>(Bjerva et al. 2014)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ECNU</td>
<td>0.8414</td>
<td>–</td>
<td>–</td>
</tr>
<tr>
<td>(Zhao, Zhu, and Lan 2014)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Skip-thought+COCO</td>
<td>0.8655</td>
<td>0.7995</td>
<td>0.2561</td>
</tr>
<tr>
<td>(Kiros et al. 2015)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Dependency Tree-LSTM</td>
<td>0.8676</td>
<td>0.8083</td>
<td>0.2532</td>
</tr>
<tr>
<td>(Tai, Socher, and Manning 2015)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>ConvNet</td>
<td>0.8686</td>
<td>0.8047</td>
<td>0.2606</td>
</tr>
<tr>
<td>(He, Gimpel, and Lin 2015)</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>MaLSTM</td>
<td>0.8822</td>
<td>0.8345</td>
<td>0.2286</td>
</tr>
</tbody>
</table>

Table 2: Test set Pearson correlation ($r$), Spearman’s $\rho$, and mean squared error for the SICK semantic textual similarity task. The first group of results are top SemEval 2014 submissions and the second group are recent neural network methods (best result from each paper shown).

In Table 3, Tai, Socher, and Manning show the most similar test-set examples found by their Tree-LSTM for three given sentences as well as its inferred similarity scores. We apply our model to these same examples, determining that while the sequential MaLSTM is slightly worse at identifying active-passive equivalence, our approach is better at distinguishing verbs and objects than the compositional Tree-LSTM which often infers seemingly over-estimated relatedness scores in Table 3. For example, the ground truth labeling between “Tofu is being sliced by a woman” and “A woman is slicing butter” is only 2.7 in the SICK test set (and substituting “potatoes” for “butter” should not greatly increase relatedness between the two statements).
Table 3: Most similar sentences (from 1000-sentence sub-sample) in the SICK test data according to the Tree-LSTM. Tree / M denote relatedness (with the sentence preceding each group) predicted by the Tree-LSTM / MaLSTM.

Sentence representations

We now investigate the geometry of the sentence representation-space learned by the MaLSTM network. As the \( \ell_1 \) metric is the sum of element-wise differences, we hypothesize that by using specific hidden units (i.e. dimensions of the sentence representation) to encode particular characteristics of a sentence, the trained MaLSTM infers semantic similarity between sentences by simply aggregating their differences in various characteristics.

Some examples supporting this idea are shown in Figure 2, which depicts the values that particular sentences take along specific dimensions of \( h_T \). It is evident that the hidden unit shown at the top has learned to detect negation, separating sentences containing words like “no” or “not” from the rest, regardless of the other content in the text. The hidden unit in the middle plot is particularly sensitive to categorization of the direct objects, separating sentences describing actions on balls, grass, cosmetics, and vegetables. The hidden unit depicted at the bottom of Figure 2 clearly separates sentences based on their subject, imposing an interesting ordering that reflects broader similarity between the subject categories: cats, general animals, dogs, boys, general people (someone), and men. Unlike the ConvNet of He, Gimpel, and Lin which measures similarity explicitly across multiple scales and locations in the sentence, the delineation of these underlying characteristics emerges naturally in the MaLSTM representations, which are guided solely by the \( \ell_1 \) metric and overall semantic similarity labels.

Next, we shift our attention from local characteristics of different hidden units toward the global geometry of the sentence representation space. Due to our training criterion, this space is naturally endowed with the \( \ell_1 \) metric and avoids being highly warped. While analysis of neural network representations typically requires nonlinear dimensionality reduction like t-SNE (van der Maaten and Hinton 2008), we can simply use principal components analysis (PCA) for informative visualization of the MaLSTM representations due to their simple structure.
Figure 3 depicts an overview of the SICK dataset from the perspective of the MaLSTM model (after PCA dimension reduction). For interpretability, we color many of the sentences based on distinct concepts/themes under which they fall. The geometric coherence of the sentences in the representation space exists across numerous categories: from sentences about animals (ranging from cats to lemurs), culinary themes (like slicing vegetables), music (like guitar playing), water environments (e.g. the ocean or swimming pools), etc. In fact, the sentence representations cluster along nearly all additional meaningful semantic categorizations we could come up with (not depicted due to coloring constraints).

One peculiar aspect of this representations space is the low-density region that separates the culinary themed examples from the other sentences. Around this area, there are numerous violence and gun-related sentences in the representations, for example: “A man is fixing a silencer to a gun”. We find that these violent texts are likely to receive much lower similarity scores when paired with more mundane sentences typically found in SICK (the average violent-nonviolent pair only has similarity 1.88 compared with an average of 3.41 for all test-set pairs). This explains why the MaLSTM representations have learned to become sparse in the vicinity of these violent examples (depicted in red in Figure 3).

Thus, Figure 3 shows that human-determined semantic relatedness heavily depends on the occurrence of such themes. These discoveries about the SICK dataset are enabled by the interpretability of the MaLSTM representations, unlike the other proposed neural networks which rely on complex operations over their learned representations. In addition to providing model insight, informative representations can provide a useful tool for exploratory data analysis.

### Entailment classification

To evaluate the broader utility of our sentence representations, we leverage them for a different application: the SemEval 2014 textual entailment task (Marelli et al. 2014). In addition to the relatedness scores, each of the SICK sentence pairs has also been labeled as one of three classes: entailment, contradiction, or neutral, which are to be predicted for the test examples. For this task, we solely rely on the same representations learned for predicting semantic relatedness (fixed without additional fine-tuning), and simply apply standard learning methods to do the entailment classification.

Specifically, from the MaLSTM representations $h_{T_a}^{(a)}, h_{T_b}^{(b)}$ of each pair of sentences, we compute the following simple features (also successfully used by Tai, Socher, and Manning 2015): element-wise (absolute) differences $|h_{T_a}^{(a)} - h_{T_b}^{(b)}|$ and element-wise products $h_{T_a}^{(a)} \odot h_{T_b}^{(b)}$. Using only these features, we train a radial-basis-kernel SVM to classify the entailment labels. The one-versus-all approach to multi-class problems is employed with hyperparameters optimized in 5-fold cross-validation.

Table 4 shows that such an approach outperforms all other textual-entailment systems except for the Illinois-LH system of Lai and Hockenmaier (2014). Thus even though the features provided to the SVM are learned for the distinct goal of semantic relatedness scoring (with no supervised information regarding contradictions or the neutral threshold), they capture enough relevant characteristics of the sentences to be highly useful for entailment-classification. In contrast to the MaLSTM representations, the Illinois-LH system employs many features specially constructed for this task such as hypernym counts and occurrences of “no” and “not”. Interestingly, a useful feature like “no”-occurrence, which Lai and Hockenmaier manually selected, has been automatically learned by our model and is encoded by the first hidden unit shown in Figure 2.

<table>
<thead>
<tr>
<th>Method</th>
<th>Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Illinois-LH</td>
<td>84.6</td>
</tr>
<tr>
<td>(Lai and Hockenmaier 2014)</td>
<td></td>
</tr>
<tr>
<td>ECNU</td>
<td>83.6</td>
</tr>
<tr>
<td>(Zhao, Zhu, and Lan 2014)</td>
<td></td>
</tr>
<tr>
<td>UNAL-NLP</td>
<td>83.1</td>
</tr>
<tr>
<td>(Jimenez et al. 2014)</td>
<td></td>
</tr>
<tr>
<td>Meaning Factory</td>
<td>81.6</td>
</tr>
<tr>
<td>(Bjerva et al. 2014)</td>
<td></td>
</tr>
<tr>
<td>Reasoning-based n-best</td>
<td>80.4</td>
</tr>
<tr>
<td>(Lien and Kouylekov 2015)</td>
<td></td>
</tr>
<tr>
<td>LangPro Hybrid-800</td>
<td>81.4</td>
</tr>
<tr>
<td>(Abzianidze 2015)</td>
<td></td>
</tr>
<tr>
<td>SNLI-transfer 3-class LSTM</td>
<td>80.8</td>
</tr>
<tr>
<td>(Bowman et al. 2015)</td>
<td></td>
</tr>
<tr>
<td>MaLSTM features + SVM</td>
<td>84.2</td>
</tr>
</tbody>
</table>

Table 4: Test set accuracy for the SICK semantic entailment classification. The first group of results are top SemEval 2014 submissions and the second are more recently proposed methods.

### Discussion

This work demonstrates that a simple LSTM is capable of modeling complex semantics if the representations are explicitly guided. Leveraging synonym augmentation and pretrained word-embeddings, we circumvent the size-limitations of existing labeled datasets. Analysis of the learned model reveals that it utilizes diverse hidden units to encode different characteristics of each sentence. Admitting efficient test-time inference, our model can be deployed in real-time applications. Not only useful for scoring semantic relatedness/entailment, trained MaLSTM sentence representations can produce interesting insights in exploratory data analysis thanks to their interpretable structure.

Since our approach relies on pre-trained word-vectors as the LSTM inputs, it will benefit from improvements in word-embedding methods such as those of Li et al. (2015), especially as these word-vectors more comprehensively capture synonymy and entity-relationships. We also foresee significant gains as the amount of labeled semantic similarity data grows, both for statistical reasons and because sufficiently large sample sizes enable learning of de novo word-vectors tailored to this model.
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