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Introduction
The number of images is growing rapidly in recent years because of development of Internet, especially the social networks like Facebook, and the popularization of portable image capture devices like smart phone. Annotating them with semantically meaningful words to describe them, i.e., classification, is a useful way to manage these images. However, the huge number of images and classes brings several challenges to classification, of which two are 1) how to measure the similarity efficiently between large-scale images, for example, measuring similarity between samples is the building block for SVM and kNN classifiers, and 2) how to train supervised classification models for newly emerging classes with only a few or even no labeled samples because new concepts appear every day in the Web, like Tesla’s Model S.

The research of my Ph. D. thesis focuses on the two problems in large-scale image classification mentioned above. Formally, these two problems are termed as large-scale similarity search (Gong et al. 2013) which focuses on the large scale of samples/images and zero-shot/few-shots learning (Lampert, Nickisch, and Harmeling 2014) which focuses on the large scale of classes. Specifically, my research considers the following three aspects: 1) hashing based large-scale similarity search which adopts hashing to improve the efficiency; 2) cross-class transfer active learning which simultaneously transfers knowledge from the abundant labeled samples in the Web and selects the most informative samples for expert labeling such that we can construct effective classifiers for novel classes with only a few labeled samples; and 3) zero-shot learning which utilizes no labeled samples for novel classes at all to build supervised classifiers for them by transferring knowledge from the related classes.

Hashing Based Large-scale Similarity Search
Given a large-scale database, storing the feature vectors and performing similarity search in it are both quite expensive. For example, suppose we have 10 million 128-dimensional SIFT points with float representation. We need about 5GB memory as storage and searching kNN requires at least several minutes. However, if we can transform the float representation into binary codes while preserving the similarity structure, i.e., hashing, the efficiency can be significantly improved based on the extremely fast bit operation in modern computer. For example, in the same database, if we transform the each vector into 128-bit binary codes, we only need about 160MB memory and searching kNN using the bit operations in the database takes only tens of milliseconds. Because of its efficiency in space and speed, hashing has received considerable attention in recent years.

Iterative Quantization (ITQ) (Gong et al. 2013) is one of the state-of-the-art hashing approaches. However, it suffers from two problems. First, its $\ell_{2,2}$-norm loss is very sensitive to noise in data. Second, it only focuses on preserving $\ell_2$-norm (Euclidean) distance while ignoring other distance measures. To address these issues, we extended ITQ into a more robust and general formulation using a $\ell_{p,q}$-norm loss ($0 < q < p \leq 2$). It is robust to noise by using $q \leq 1$ and supports general $\ell_{p}$-norm similarity search. Minimizing the $\ell_{p,q}$-norm loss with orthogonality constraint is a challenging non-convex and non-smooth problem. As an important theoretical contribution, we proposed a novel iterative optimization algorithm which could efficiently solve this problem, and we rigorously proved the correctness of the algorithm. Extensive experiments on benchmarks showed the proposed approach achieved state-of-the-art performance and was superior to the original ITQ, which validated its effectiveness. This work was published in IJCAI 2016 (Guo et al. 2016b).

In real-world applications, the images can be represented as multiple modalities, like SIFT, GIST, CNN features. And because of the difference of capturing devices, images can be represented by different features. How to combine multi-modality features to improve the retrieval performance, and how to connect different modalities such that cross-modality search is feasible, i.e., using a SIFT represented query image to retrieve GIST represented image database, are two important problems in cross/multi-modality hashing community (Song et al. 2013). To address these problems, we proposed a novel Collective Matrix Factorization Hashing framework, which could effectively build connections across modalities and combine information from multiple modalities. We conducted comprehensive experiments and the results demonstrated the superiority of the proposed framework to the state-of-the-arts. This work was published in CVPR 2014 (Ding, Guo, and Zhou 2014) and the extended version has been accepted by IEEE TIP (Ding et al. 2016).
Cross-class Transfer Active Learning

Given the large scale of the classes in the Web, it is difficult to collect sufficient labeled samples for the uncommon class. In addition, new concepts emerge every day. Therefore, how to construct classifiers for these classes using as few labeled samples as possible is a critical real-world problem. Active Learning (Settles 2009) is an effective way. In addition, we can also notice that there are abundant labeled samples from different but related classes. Therefore, if we can transfer knowledge from the related classes to the target classes, the labeling efforts for the target classes can be further saved. This strategy, termed as cross-class transfer active learning, is an interesting solution to the large-scale classes training.

Because the class name is described by words, we can utilize word2vec tool to generate a vector representation for each class as its feature. In this way, different classes are embedded into the same feature space and we can adopt this intermediate space to transfer knowledge across classes (Socher et al. 2013). Based on the cross-class knowledge transfer, we can significantly reduce the number of labeled samples for target classes to achieve satisfactory classification accuracy, which was demonstrated by the experiments compared to the state-of-the-art conventional active learning approaches. This work was published in AAAI 2016 (Guo et al. 2016d). In addition, based on the space, we can train a projection function that projects images into this space using labeled samples. In this way, the similarity between each sample and each target class can be directly measured and then we can select from related classes the most similar samples to the target classes and assign pseudo labels to them. Based on the pseudo labels, we extend the labeled set of target classes such that we can expect better performance. In fact, it is believed that such a sample-transfer scheme is very logical because human being often uses one category to deduce another one as long as they share the same characteristics. This cross-class sample transfer based active learning approach was published in IJCAI 2016 (Guo et al. 2016a).

The above approaches consider the relationship between samples and classes, but the relationship between samples is ignored. In fact, because there are a few labeled samples for target classes, we can utilize them to help select the samples from related classes that can well capture the characteristics of target classes. The above approaches focus on the class aspect while this approach focuses on the sample aspect and they are complementary to each other. We can expect better results by considering this extra information. This work is currently in progress and anticipated to finish in Feb. 2017.

Zero-shot Learning

In the above section we consider the situation where target classes has a few labeled samples, i.e., few-shots learning. In zero-shot learning (Lampert, Nickisch, and Harmeling 2014), we consider that there is no labeled samples at all. To transfer knowledge, we need the attributes the word vector of classes for knowledge transfer. The work on attribute learning was published in AAAI 2015 (Guo et al. 2015). To construct classifiers for target classes, we assume that the classifiers’ parameters for target classes and related classes share a same model space and the attribute of a class is the seed parameters to produce the classifier’s parameters by a function. Based on this assumption, we can learn the function using the labeled samples in the related classes and the corresponding attributes. Then, we can directly produce the classifiers for target classes by their attributes and the learned function. Our experiments on benchmarks revealed that this approach performed better than the state-of-the-arts. This work was published in AAAI 2016 (Guo et al. 2016c).

Currently, I am working on applying the sample transfer method into zero-shot learning. Because there is no labeled samples for target classes, the transfer method requires more elaborate designs and this work is submitted to AAAI 2017.

The recent years has witnessed the success of deep learning, especially deep convolutional neural network, on image classification. However, training CNN model needs a large number of labeled samples. Even fine-tuning it requires sufficient label information. In the future, I plan to investigate how to train/fine-tune CNN model in the zero-shot manner to save training cost, which is meaningful for large-scale image classification in the Web if I could complete this work.
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