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Abstract

Estimating the joint probability density function of a dataset is a central task in many machine learning applications. In this work we address the fundamental problem of kernel bandwidth estimation for variable kernel density estimation in high-dimensional feature spaces. We derive a variable kernel bandwidth estimator by minimizing the leave-one-out entropy objective function and show that this estimator is capable of performing estimation in high-dimensional feature spaces with great success. We compare the performance of this estimator to state-of-the-art maximum-likelihood estimators on a number of representative high-dimensional machine learning tasks and show that the newly introduced minimum leave-one-out entropy estimator performs optimally on a number of high-dimensional datasets considered.

Introduction

With the advent of the internet and advances in computing power, the collection of very large high-dimensional datasets has become feasible – understanding and modelling high-dimensional data has thus become a crucial activity, especially in the field of machine learning. Since non-parametric density estimators are data-driven and do not require or impose a pre-defined probability density function on data, they are very powerful tools for probabilistic data modelling and analysis. Conventional non-parametric density estimation methods, however, originated from the field of statistics and were not originally intended to perform density estimation in high-dimensional features spaces - as is often encountered in real-world machine learning tasks. (Scott and Sain 2005) states, for example, that kernel density estimation of a full density function is only feasible up to six dimensions. We therefore define density estimation tasks with dimensionalities of 10 and higher as high-dimensional; and we address the the fundamental problem of non-parametric density estimation in high-dimensional feature spaces in this study.

The first notable attempt to free discriminant analysis from strict distributional assumptions was made in 1951 by (Fix and Hodges 1951; Silverman 1986) with the introduction of the naïve estimator. Since then, many approaches to non-parametric density estimation have been developed, most notably: kernel density estimators (KDEs) (Whittle 1958), k-nearest-neighbour density estimators (Loftsgaarden and Quesenberry 1965), variable KDEs (Breiman et al. 1977), projection pursuit density estimators (Friedman et al. 1984), mixture model density estimators (Dempster et al. 1977; Redner and Walker 1984) and Bayesian networks (Webb 2003; Heckerman 2008).

Recent advances in machine learning have shown that maximum-likelihood (ML) kernel density estimation holds much promise for estimating non-parametric density functions in high-dimensional spaces. Two notable contributions are the Maximum Leave-one-out Likelihood (MLL) kernel bandwidth estimator (Barnard 2010) and the Maximum Likelihood Leave-One-Out (ML-LOO) kernel bandwidth estimator (Leiva-Murillo and Rodriguez 2012). Both estimators were independently derived from the ML objective function with the only differences being the simplifying assumptions made in their derivations to limit the complexity of the bandwidth optimisation problem.

In particular, the ML-LOO estimator constrains the number of free parameters that need to be estimated in the bandwidth optimisation problem by estimating an identical full-covariance or spherical bandwidth matrix for all kernels. The MLL estimator by Barnard assumes that the density function changes slowly throughout feature space, which limits the complexity of the objective function being optimised. Specifically, when the kernel bandwidth $H_i$ for data point $x_i$ is estimated, it is assumed that the kernel bandwidths of the remaining $N-1$ kernels are equal to $H_i$. Therefore, the optimisation of the bandwidth $H_i$ does not require the estimation of the bandwidths of the remaining $N$-1 kernels.

We address the problem of kernel bandwidth estimation for kernel density estimation in this work by deriving a kernel bandwidth estimation technique from the ML framework without the simplifications imposed by the MLL and ML-LOO estimators. This allows us to compare the performance of this more general ML estimator to the MLL and ML-LOO estimators on a number of representative machine learning tasks to gain a better understanding of the practical implications of the simplifying assumptions made in the derivations of the MLL and ML-LOO estimators on real world (RW)
density estimation tasks.
In Section 2 we define the classical ML kernel bandwidth estimation problem and derive a novel kernel bandwidth estimator from the ML leave-one-out objective function. We also show how the MLL and ML-LOO estimators can be derived from the same theoretical framework. In Section 3 we describe the experimental design of our comparative simulation studies and in Section 4 we present the results of our simulations. Finally, we make concluding remarks and suggest future work in Section 5.

**Maximum-likelihood Kernel Density Estimation**

KDEs estimate the probability density function of a D-dimensional dataset \(X\), consisting of \(N\) independent and identically distributed samples \(x_1, \ldots, x_N\) with the sum

\[
p_{\mathbf{H}}(x_i) = \frac{1}{N} \sum_{j=1}^{N} K_{H_j}(x_i - x_j)  
\]

where \(K_{H_j}(x_i - x_j)\) is the kernel smoothing function fitted over each data point \(x_j\) with bandwidth matrix \(H_j\) that describes the variation of the kernel function.

This formulation shows that the density estimated with the KDE is non-parametric, since no parametric distribution is imposed on the estimate; instead the estimated distribution is defined by the sum of the kernel functions centred on the data points. KDEs thus require the selection of two design parameters, namely the parametric form of the kernel function and the bandwidth matrix. It has been shown that the efficiencies of kernels with respect to the mean squared error between the true and estimated distribution do not differ significantly and that the choice of kernel function should rather be based on the mathematical properties of the kernel function, since the estimated density function inherits the smoothness properties of the kernel function (Silverman, 1986). The Gaussian kernel is therefore often selected in practice for its smoothness properties, such as continuity and differentiability. This thus leaves the estimation of the kernel bandwidth as the only parameter to be estimated.

The ML criterion for kernel density estimation is typically defined as the log-likelihood function and has an inherent shortcoming since the estimated log-likelihood function tends to infinity as the bandwidths of the kernel functions centred on each data point tend to zero. This thus leads to a trivial degenerate solution when kernel bandwidths are estimated by optimising the ML criterion function. To address this shortcoming the leave-one-out KDE estimate is used. The leave-one-out estimate removes the effect of sample \(x_i\) from the KDE sum when estimating the likelihood of \(x_i\); optimising the leave-one-out ML objective function with respect to the kernel bandwidth matrix will thus prevent the trivial solution of the ML objective function where \(l_{\mathbf{H}}(X) = \infty\) when \(H_j = 0\). The leave-one-out ML objective function is thus defined as

\[
l_{\mathbf{H}}(X) = \sum_{i=1}^{N} \log \left[ \frac{1}{N-1} \sum_{j \neq i} K_{H_j}(x_i - x_j) \right]  
\]

where \(\mathbf{H}\) is used to denote the dependency of the log-likelihood on the kernel bandwidths \(H_j\).

**Maximum-likelihood Kernel Bandwidth Estimation**

KDE bandwidths that optimise the leave-one-out ML objective function can be estimated by finding the partial derivative of the leave-one-out ML objective function in Eq. 2 with respect to each bandwidth \(H_k\)

\[
\frac{\partial}{\partial H_k} (l_{\text{MLE}}(X)) = \sum_{i=1}^{N} \frac{1}{N-1} \frac{\partial}{\partial H_k} \left[ K_{H_k}(x_i - x_j) \right] p_{H(i)}(x_i)  
\]

The bandwidth \(H_k\) can thus be estimated by setting this partial derivative to zero and solving for \(H_k\).

**MLE kernel bandwidth estimation**

Based on the formulation of the leave-one-out ML objective function in Eq. 3 we derive a new kernel bandwidth estimator named the minimum leave-one-out entropy (MLE) estimator. (To our knowledge, this is the first attempt where partial derivatives are used to derive variable bandwidths in a closed form solution.)

Since the partial derivative in Eq. 3 will only be non-zero for \(j=k\), we simplify this equation to give the partial derivative of the MLE objective function

\[
\frac{\partial}{\partial H_k} (l_{\text{MLE}}(X)) = \sum_{i=1}^{N} \frac{1}{N-1} \frac{\partial}{\partial H_k} \left[ K_{H_k}(x_i - x_k) \right] p_{H(i)}(x_i)  
\]

If we restrict the MLE estimator to multivariate Gaussian kernels with diagonal covariance matrices, the partial derivative of the kernel function with respect to the diagonal bandwidth \(h_k\) in dimension \(d\) can be derived with the product rule

\[
b_k^2 K_{h_k}(x_d - x_d) \left[ b_k^2 (x_d - x_d)^2 - 1 \right] \prod_{k \neq d} K_{h_{kd}} \left( \frac{x_d - x_d}{h_d} \right)  
\]

where \(H_{k(d,d)} = h_k^2 \) and \(h_{kd} \) is the kernel bandwidth in dimension \(d\) centred on data point \(x_k\). If we substitute the partial derivative of this kernel function into Eq. 4, set the result to zero and solve for \(h_k\) we obtain the MLE diagonal covariance bandwidth estimate

\[
H_k(d,d) = \frac{\sum_{i=1}^{N} K_{H_k}(x_i - x_k) (x_d - x_d)^2}{\sum_{i=1}^{N} K_{H_k}(x_i - x_k)}  
\]

**MLL kernel bandwidth estimation**

A key insight observed by (Gangopadhyay and Cheung, 2002) and by (Barnard, 2010) is that if the density function changes relatively slowly throughout feature space, the optimal kernel bandwidths will also change slowly throughout feature space. If it is assumed that the density function changes slowly throughout feature space, a simplification can be

\[\text{We provide complete proofs for the MLE diagonal and full covariance, MLL and ML-LOO bandwidth estimators as well as experimental results on convergence of the MLE bandwidths in (van der Walt 2014).} \]
made by assuming that the bandwidths of kernels in the neighbourhood of a kernel are the same as that of the kernel. Thus, when the bandwidth $H_i$ is being estimated, it is assumed that all other bandwidths are equal to $H_i$. Barnard used this assumption to reduce the complexity of the leave-one-out kernel density estimate and derived a diagonal covariance variable multivariate Gaussian kernel bandwidth estimator as

$$H_{(i,d,d)} = \frac{\sum_{j \neq i} K_{H_i} (x_i - x_j | H_i) (x_{id} - x_{jd})^2}{\sum_{j \neq i}^N K_{H_i} (x_i - x_j | H_i)} \tag{7}$$

for each dimension $d$. This diagonal covariance bandwidth estimator is called the MLL estimator.

**ML-LOO bandwidth estimation** (Leiva-Murillo and Rodríguez 2012) also simplified the bandwidth optimisation problem for ML kernel bandwidth estimation by estimating an identical spherical or full-covariance bandwidth matrix for all kernels – thus limiting the number parameters to be optimised to a single bandwidth or single covariance matrix. If the definition of the leave-one-out KDE for an identical spherical Gaussian bandwidth is substituted into Eq. 2, the ML-LOO spherical bandwidth, $h$, can be solved as \(^2\)

$$h^2 = \frac{1}{D} \sum_{i=1}^{N} \frac{1}{p_{H(-i)}(x_i)} \sum_{j \neq i} K (x_i - x_j | H) \| x_i - x_j \|^2$$

Similarly, if the definition of the leave-one-out KDE for an identical full covariance Gaussian bandwidth is substituted into Eq. 2, the ML-LOO full covariance bandwidth matrix, $H$, can be solved as

$$H = \frac{\sum_{i=1}^{N} \frac{1}{p_{H(-i)}(x_i)} \sum_{j \neq i} (x_i - x_j)(x_i - x_j)^T K_{H} (x_i - x_j | H)}{\sum_{i=1}^{N} \frac{1}{p_{H(-i)}(x_i)} \sum_{j \neq i} K_{H} (x_i - x_j | H)} \tag{9}$$

**Global MLE bandwidth estimation** Motivated by the bias-variance trade-off, we derive a new estimator (named the global MLE estimator) by defining the leave-one-out kernel density estimate for a diagonal covariance bandwidth matrix, $H_g$, that is identical for all kernels. If we substitute this definition of the leave-one-out KDE into Eq. 2, $H_g$ can be solved as

$$H_{g(d,d)} = \frac{\sum_{i=1}^{N} \sum_{j \neq i} K_{H_g} (x_{id} - x_{jd} | H_g) (x_{id} - x_{jd})^2}{\sum_{i=1}^{N} \frac{1}{p_{H_g(-i)}(x_i)} \sum_{j \neq i} K_{H_g} (x_{id} - x_{jd} | H_g) p_{H_g(-i)}(x_i)} \tag{10}$$

for each dimension $d$.

**Experimental Design**

In this section we describe the experimental design to compare and investigate the performance of the MLE, global MLE, spherical ML-LOO and full covariance ML-LOO estimators on a number of representative RW machine learning datasets.

---

\(^2\)Leiva-Murillo and Rodríguez further simplify this expression by substituting $\sum_{j \neq i} K (x_i - x_j | h) = (N - 1)p_{H(-i)}(x_i)$

---

**Datasets**

We select five RW datasets (with independent train and test sets) from the UCI Machine Learning Repository (Lichman 2013) for the purpose of simulation studies. These data sets are selected to have relatively high dimensionalities, since high-dimensions are typical of many real-world machine learning tasks. The selected datasets are the Letter, Segmentation, Landsat, Optdigits and Isolet datasets. We summarise these datasets in Table 1 and denote the number of classes with "C", the dimensionality with "D", the number of training samples with "Ntr" and the number of test samples with "Nte". We refer the reader to (Lichman 2013) for a more detailed description of these datasets.

---

**Data pre-processing**

Principal Component Analysis (PCA) is performed on all RW datasets as a pre-processing step prior to density estimation. PCA is used to reduce the dimensionality of datasets by performing a linear transformation that re-aligns the feature axes to the directions of most variation, thus minimizing the variance orthogonal to the projection. Features with smallest eigenvalues (or variance in the transformed feature space) may thus be disregarded for the purpose of dimensionality reduction. PCA also ensures that the features of the transformed feature space are orthogonal, thus ensuring the features are decorrelated. We retain only the transformed features with eigenvalues larger than 1% of the eigenvalue of the principal component. \(^3\) We perform the PCA transformation on each class individually, since it has been shown (Barnard, 2010) that this approach is more effective in compressing features than when all classes are transformed simultaneously. We denote this pre-processing step for dimensionality reduction as "PCA1".

A more subtle implication of PCA is that it serves as a form of bandwidth regularisation for ML kernel bandwidth estimators, which is a crucial task for kernel density estimation in high-dimensional spaces. Because of the formulation of the ML objective function, an infinite likelihood score is obtained when two data points have corresponding values in any dimension. When, for example, a Gaussian kernel is fitted over a training data point, and a test point has the same value in any of the dimensions, the bandwidth that will maximise the likelihood score in the dimension with correspond-

---

\(^3\)The more conventional approach is to keep the features with largest eigenvalues such that their eigenvalues sum to 95% of the total of all eigenvalues. This approach attempts to capture 95% of the variance, but fails when, for example, all the features have approximately the same eigenvalues.
Kernel bandwidth initialisation

It was shown in (van der Walt and Barnard 2013) that the Silverman rule-of-thumb bandwidth estimator performed reliably on a number of machine learning tasks. Based on this empirical evidence and the intuitive theoretical motivation that the Silverman estimator optimises the asymptotic mean integrated squared error (assuming a Gaussian reference distribution), we make use of the Silverman bandwidth estimator for bandwidth initialisation.

Since the Silverman estimator estimates a unique bandwidth per dimension, we initialise the diagonal MLE and MLL bandwidths of each kernel with the Silverman bandwidths for each dimension. Similarly, the full covariance ML-LOO bandwidth matrix and global MLE bandwidth matrix is initialised with a diagonal bandwidth matrix consisting of the Silverman bandwidths. The spherical ML-LOO bandwidth is initialised with the average of the Silverman bandwidths.

Kernel bandwidth regularisation

In practice the optimal ML kernel bandwidth, \( h_{id} \), centred on data point \( x_i \) in dimension \( d \), is degenerate under certain circumstances and tends to 0. Pre-processing with PCA reduces the number of such occurrences significantly as explained earlier. As a further measure of regularisation we make use of the theoretical lower bound of the optimal bandwidth for the ML criterion as derived in (Leiva-Murillo and Rodríguez 2012). The lower bound states that the minimum optimal bandwidth, \( \hat{h}_{id} \), is equal to the squared Euclidean distance to the nearest-neighbour of \( x_i \). In practice it often happens that two samples have the same values in a certain dimension, thus making the nearest-neighbour distance 0. We set the lower bound of a bandwidth in each dimension to the nearest data point with a non-zero distance. For all estimators we validate that all bandwidths are above their respective lower bounds, after each iteration of the bandwidth optimisation procedure. The bandwidths that are below their respective lower bounds after an iteration are thus replaced by the corresponding lower bound value.

Performance evaluation

The RW datasets in Table 1 all have independent test sets. We therefore perform 10-fold cross-validation on each class specific training set to find the optimal number of training iterations for each class conditional density function. We then calculate the likelihood scores of the test samples for each class to estimate the sample entropy per class.

The optimal kernel bandwidth is obtained with a direct approach where the right-hand side of each bandwidth estimation equation is initialised with the Silverman bandwidth, the left hand side is updated, and the updated bandwidth is then substituted into the right-hand side again. This process is repeated for 10 iterations on each training set.

Experimental setup

We compare the performance of the MLE, global MLE, MLL, spherical ML-LOO and full covariance ML-LOO estimators on the Letter, Segmentation, Landsat, Optdigits and Isolet datasets summarised in Table 1. PCA1 class-specific transformations are performed on each class for all datasets and the entropy score of each estimator is calculated per class.

Results

In this section we present the results of the comparative simulation study described in the experimental design section. We denote the class number with “C”, the number of principal components with “K”, the number of samples in the class with “NC”, the ML estimator with “MLE”, the global MLE estimator with “MLE(g)”, the MLL estimator with “MLL”, the spherical covariance ML-LOO estimator with “ML-LOO(s)” and the full covariance ML-LOO estimator with “ML-LOO(f)”. We make use of colour scales to visually represent the relative performance of the estimators, where green indicates the lowest entropy for a specific class and red the highest entropy for a specific class.

The Letter dataset results in Table 2 show that the ML-LOO(f) estimator performs optimally on all classes except class 9, while the MLL and ML-LOO(s) estimator underperform on most classes.

The Segmentation dataset results in Table 3 show that the MLE estimator performs optimally on all classes except classes 2 and 7, and the MLL estimator performs competitively on the same classes. The ML-LOO(f) estimator performs optimally on classes 2 and 7, underperforms on classes 3 and 4 and performs moderately on the remaining classes. The MLE(g) and ML-LOO(s) estimators underperform on four classes, and perform moderately on the remaining classes.

The Landsat dataset results in Table 4 show that the ML-LOO(f) estimator performs optimally and near optimally on all classes except class 2 and the global MLE estimator performs competitively on most classes except class 2. The MLE estimator performs optimally on class 2 and moderately on the remaining classes, while the MLL estimator performs competitively on class 2 and moderately on the remaining classes. The ML-LOO(s) clearly underperforms on all classes.

The Optdigits dataset results in Table 5 show that the MLE(g) estimator performs optimally on most classes. The MLE and MLL estimators perform optimally on class 7 and perform moderately on the remaining classes. The ML-LOO(s) estimator performs near optimally and optimally on classes 3 and 5, moderately on classes 2 and 8 and underperforms on the remaining classes. The ML-LOO(f) estimator
performs optimally on class 10, performs moderately on four classes and underperforms on the remaining classes.

The Isoloet dataset results in Table 6 show that the MLE(g) estimator performs optimally on 20 of the 26 classes, while the MLE estimator performs optimally on five classes and performed optimally tied with the MLE(g) estimator on class 14. The MLL estimator performs optimally on class 9 and performs optimally with the MLE estimator on classes 3, 20 and 26. The ML-LOO(f) estimator performs optimally with the MLL estimator on class 9, while the ML-LOO(s) estimator consistently underperforms on all classes.

In general, we have observed that the ML-LOO(f) estimator performed optimally on most classes of the Letter and Landsat datasets; the MLE estimator performed optimally on most classes of the Segmentation dataset and the MLE(g) estimator performed optimally on most classes of the Optdigits and Isoloet datasets.

We also observed that the MLE and MLL estimators exhibited very similar relative performance behaviour and that the MLE generally performed better. If we compare the ML-LOO bandwidth estimator in Eq. 6 and the MLL bandwidth estimator in Eq. 7 we find that these estimators are identical if this normalisation factor leads to an improvement in likelihood score of each sample. This explains the similar performance behaviour of these estimators and shows that this normalisation factor leads to an improvement in performance.

The Isoloet dataset results in Table 6 show that the MLE(g) estimator performs optimally on 20 of the 26 classes, while the MLE estimator performs optimally on five classes and performed optimally tied with the MLE(g) estimator on class 14. The MLL estimator performs optimally on class 9 and performs optimally with the MLE estimator on classes 3, 20 and 26. The ML-LOO(f) estimator performs optimally with the MLL estimator on class 9, while the ML-LOO(s) estimator consistently underperforms on all classes.

In general, we have observed that the ML-LOO(f) estimator performed optimally on most classes of the Letter and Landsat datasets; the MLE estimator performed optimally on most classes of the Segmentation dataset and the MLE(g) estimator performed optimally on most classes of the Optdigits and Isoloet datasets.
uses for \( p_{h(-1)}(x_1) \) and \( p_{h(-2)}(x_2) \), since they are close in feature space and will increase each other’s density. If the bandwidth, \( h_1 \), is estimated for the kernel centred on \( x_1 \), the distance \( (x_1 - x_2)^2 \) will be very small, but since the value of \( p_{h(-1)}(x_2) \) will be large, the contribution of \( (x_1 - x_2)^2 \) to \( h_1 \) will be reduced, thus preventing \( h_1 \) from becoming too small.

The ML-LOO(s) estimator estimates the single bandwidth for all dimensions and all kernels, and the general under-performance of this estimator compared to the global MLE estimator shows that local scale variations should differ between dimensions.

The MLE\((g)\) estimator estimates an identical covariance bandwidth matrix for all kernels, and the superior performance of this estimator on the Optdigits and Isolet datasets show that these datasets require scale variations between features but not require drastic local scale variations within dimensions. We derive this conclusion from the fact that the MLE and MLL estimators are capable of modelling drastic changes in local scale variation within features (since the bandwidth is adapted for each kernel in each dimension), and since the MLE\((g)\) estimator generally outperforms these estimators on these two datasets, it shows an interesting case of the bias-variance trade-off: having fewer parameters, the MLE\((g)\) estimator is less flexible than the MLE and MLL estimators; however, those parameters can be estimated with greater reliability, leading to the best performance in many cases. It is important to note that the MLE\((g)\) estimator can model local scale variations to some extent within features, since a kernel function is placed on each data point, and if the locations of data points within a dimension vary the estimated density function for the dimension will also vary according to the locations of the data points, thus capturing local scale variations. However, the bandwidths placed on each data point are identical within a dimension and therefore drastic scale variations cannot be modelled accurately. Similarly, the MLE\((g)\) estimator can also model correlation between features to some extent since a kernel is placed on each data point, and if data points between features vary in the same direction the correlation between these features will be captured by the density of the kernels placed on these data points. However, since the MLE\((g)\) estimator has a diagonal covariance bandwidth matrix, local variations are modelled parallel to the feature axes. Thus if local variations are not parallel to the feature axes, the ML-LOO\((f)\) estimator will perform better since the ML-LOO\((f)\) estimator can model local density that is not parallel to the feature axes, by making use of correlation coefficients in the full covariance bandwidth matrix.

The ML-LOO\((f)\) estimator estimates an identical full covariance matrix for all kernels, and the superior performance of this estimator on the Letter and Landsat datasets show that these datasets require a density estimate that can model local variations that are not necessarily parallel to the feature axes. This conclusion is derived from the fact that the ML-LOO\((f)\) generally outperforms the MLE\((g)\) estimator on these two datasets, and since both estimators estimate an identical bandwidth matrix for each kernel, the only difference is that the ML-LOO\((f)\) has a full covariance bandwidth matrix that models local correlation in the density estimate by making use of correlation coefficients in the kernel bandwidth matrix.

## Conclusion and future work

We have shown that none of the ML estimators investigated performed optimally on all tasks, and based on theoretical motivations confirmed with empirical results it is clear that the optimal estimator depends on the degree of scale variation between features and the degree of changes in scale variation with features.

The results show that the full covariance ML-LOO and global MLE estimators (which estimate an identical full and diagonal covariance matrix respectively for each kernel) performed optimally on four of the five datasets investigated, while the MLE estimator (which estimates a unique bandwidth for each kernel) performed optimally on only one dataset. This is an interesting case of the bias-variance trade-off: having fewer parameters, the full covariance ML-LOO and global MLE estimators are less flexible than the MLE and MLL estimators; however, those parameters can be estimated with greater reliability, leading to the best performance in many cases.

From the theoretical and empirical results in this work it is clear that the optimal estimator should somehow function like the full covariance ML-LOO estimator in regions with low spatial variability, and must function like the MLE estimator and be able to adapt bandwidths in regions with high spatial variability, especially for outliers.

We therefore believe that it would be interesting to investigate a hybrid kernel bandwidth estimator by first detecting and removing outliers. Clustering can then be performed on the remaining data and the full covariance ML-LOO bandwidth estimator can be used to estimate a unique full covariance kernel bandwidth for each cluster - each kernel will thus make use of the full covariance bandwidth matrix of the cluster to which it is assigned. The MLE estimator can then be used to estimate a unique bandwidth for each outlier; since the MLE estimator can model scale variations, this will ensure that outliers have sufficiently wide bandwidths. This proposed hybrid approach will thus generally function like the full covariance ML-LOO estimator in the clustered regions and has the added ability to change the direction of local scale variations between clusters. This estimator will also be capable of making the bandwidths of kernel function centred on outliers sufficiently wide. We therefore propose to implement this hybrid ML kernel bandwidth estimator in future work and perform a comparative study between this approach, the MLE, full covariance ML-LOO and the first hybrid approach proposed above.

In summary, the results of this investigation show that the contribution of the global MLE and MLE estimators are extremely valuable since they provide two alternative kernel bandwidth estimators to employ in high-dimensional feature spaces.
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