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Abstract

Exact cover is the problem of finding subfamilies, $S^*$, of a family of sets, $S$, over universe $U$, where $S^*$ forms a partition of $U$. It is a popular NP-hard problem appearing in a wide range of computer science studies. Knuth's algorithm DLX, a backtracking-based depth-first search implemented with the data structure called dancing links, is known as state-of-the-art for finding all exact covers. We propose a method to accelerate DLX. Our method constructs a Zero-suppressed Binary Decision Diagram (ZDD) that represents the set of solutions while running depth-first search in DLX. Constructing ZDDs enables the efficient use of memo cache to speed up the search. Moreover, our method has a virtue that it outputs ZDDs; we can perform several useful operations with them. Experiments confirm that the proposed method is up to several orders of magnitude faster than DLX.

Introduction

The exact cover problem is the problem of finding subfamily $S^*$ of a family of sets, $S$, over universe $U$, that forms a partition of $U$. The exact cover problem is a popular NP-hard problem that appears in a wide range of computer science studies. For example, it is known that some puzzles including pentominoes, $n$-queen problems (Knuth 2000), and Sudoku (Gunther and Moon 2012) can be formulated and solved as exact cover problems or slightly generalized forms. Moreover the perfect matching problem (Korte and Vygen 2012) is a special case of exact cover, and the graph coloring problem can be solved by converting it into an exact cover problem (Koivisto 2006).

Knuth’s algorithm X (Knuth 2000) is a dedicated algorithm that can find all exact covers. It is a simple depth-first backtracking-based search algorithm, but it runs efficiently when implemented with a data structure called dancing links. Dancing links represent a binary matrix as doubly-linked lists. Knuth calls algorithm X implemented with dancing links algorithm DLX. DLX has been empirically confirmed to be the fastest for solving the problem of finding all exact covers (Junttila and Kaski 2010).

Finding all exact covers are beneficial for several reasons: we can find exact covers which allows maximization of an objective function even if the objective is complex, e.g., non-linear or multiple objectives. The exact cover problem appears in designing combinatorial objects like electric circuits (Chang and Jiang 2016) and 3D shapes (Hu et al. 2014), that made from small fragments. In these situations, it is beneficial to output many candidates and allow designers to interactively select from them.

Since DLX is a depth-first-search-based method, it may encounter the same sub-problems several times. We can accelerate DLX if we can avoid solving such duplicate sub-problems. A naive approach is to use memo cache to store the solutions of sub-problems. However, since the number of solutions to sub-problems can be exponentially many, storing them into memo cache requires a huge amount of memory. Moreover, we have to combine solutions of sub-problems to construct the solution of the main-problem. This procedure incurs computation complexity proportional to the size of the solution. These points make it inefficient to naively introduce memo cache into DLX.

In this paper, we enable the efficient use of memo caching on DLX by using Zero-suppressed Binary Decision Diagrams (ZDDs) (Minato 1993) to represent the set of exact covers. ZDDs, a variant of Binary Decision Diagrams (BDDs) (Akers 1978; Bryant 1986), represent a family of sets as a directed acyclic graph (DAG). We modify DLX to output the ZDD representing the set of exact covers. Since we can make ZDDs that contain solutions to sub-problems, sub-ZDDs (subgraphs), memo cache only requires constant memory for each problem by storing the address of the root node of the sub-ZDD representing the set of solutions. Moreover, combining solutions of sub-problems can be done in constant time if they are represented as ZDDs. Thus using ZDD with DLX enables the effective use of memo caching and can accelerate the search. To our knowledge, this is the first work to improve DLX. We conduct experiments with a wide range of benchmark instances of exact cover problems, and confirm that our proposal is up to several orders of magnitude faster than DLX.

In addition to accelerating DLX, our proposal has the virtue that it outputs ZDDs. ZDDs support useful operations that can run in time proportional to ZDD size. For example, ZDDs support model counting, enumeration of subsets, finding the best subset that maximizes an objective function (Darwiche and Marquis 2002; Knuth 2011), and efficient binary operations over families of sets, called family
Figure 1: An instance of an exact cover problem represented as a binary matrix.

Exact Cover Problem and Algorithm DLX

Given universe $U = \{1, \ldots, M\}$ and family of sets $S$ over $U$, the exact cover problem is finding $S^* \subseteq S$ that is a partition of $U$, i.e., every $i \in U$ is contained in exactly one subset in $S^*$. An instance of an exact cover problem can be represented as a 0-1 binary $N \times M$ matrix, where $M$ is the cardinality of universe $U$, and $N$ is the number of subsets contained in $S$. Every column corresponds to an element in the universe, and every row corresponds to a set contained in $S$. With this representation, the exact cover problem corresponds to finding a set of rows that contains exactly one $1$ for each column. Fig. 1 is an example of a binary matrix that represents an exact cover problem, where $N = 5$ and $M = 6$. In this example, the set of rows $\{1, 3\}$ and $\{2, 3, 5\}$ forms an exact cover.

Knuth’s algorithm X (Knuth 2000) finds all exact covers by performing depth-first backtracking-based search. We detail the procedure in Alg.1. The main procedure of the algorithm is $\text{Search}(A, R)$ which recursively searches for exact covers of input binary matrix $X$. Procedure $\text{Search}(A, R)$ first checks whether $A$ is an empty matrix or not. If $A$ is empty, the algorithm determines that we have found a new exact cover, and so outputs solution $R$ and returns (line 2-4). Otherwise, it first selects column $c$ by some criterion (line 5), and then row $r$ such that $A[r, c] = 1$. If $r$ is selected, we include $r$ into $R$ (line 7), and then for every column, $j$, satisfying $A[r, j] = 1$, delete every row, $i$, satisfying $A[i, j] = 1$ and column $j$ from $A$ to make a submatrix of $A$ (line 8-11). We recursively apply $\text{Search}(A, R)$ to the obtained submatrix. After subprocedure $\text{Search}(A, R)$ finishes, it recovers the rows and columns deleted after row $r$ was selected (line 14). It then repeats the same procedure for all different $r$ such that $A[r, c] = 1$, which completes the procedure.

Example 1. Suppose that the matrix shown in Fig. 1 is given as the input of algorithm X. It first calls $\text{Search}(X, \emptyset)$. Suppose that $c = 1$ is selected at line 5. Then, the rows satisfying $A[r, 1] = 1$ are $r = 1, 2$. We process the loop from line 6-14 with every $r$. If we select $r = 2$, then columns 1, 2 are deleted since $A[2, 1] = 1$ and $A[2, 2] = 1$. After that, rows that have 1 in a deleted column are also deleted. In this case, rows 1, 2 are deleted. The resulting submatrix obtained by deleting rows and columns is

\[
\begin{pmatrix}
3 & 4 & 5 & 6 \\
3 & 0 & 1 & 0 \\
4 & 1 & 1 & 0 \\
5 & 1 & 0 & 1 \\
\end{pmatrix}
\] (1)

We recursively call $\text{Search}(A, R)$ by setting the submatrix as its argument. Suppose that column $c = 5$ is selected. Then there is only one row $r = 5$ that satisfies $A[r, 5] = 1$. Thus columns 3, 5 and rows 4, 5 are deleted, which yields submatrix

\[
\begin{pmatrix}
4 & 6 \\
3 & 1 \\
\end{pmatrix}
\]

Next, the only choice, selecting $r = 3$, makes the submatrix empty, thus selected rows $\{2, 3, 5\}$ form an exact cover. After a solution has been found, the algorithm continues to search for the next cover by backtracking to recover deleted rows and columns. If we select $c = 4$ and $r = 4$ on $\text{Search}$ whose input is (1), the resulting matrix is

\[
\begin{pmatrix}
5 \\
\end{pmatrix}
\]

Since this matrix has an undeleted column but no row remains, we cannot delete the column and the search fails.

The running time of algorithm X strongly depends on how fast it can move forward (i.e., selecting a row and deleting rows and columns) and backward (i.e., recovering deleted rows and columns). The data structure called dancing links is based on doubly-linked lists. It offers high efficiency on removing and restoring rows and columns of matrices through the following two operations. Let $L[x]$ and $R[x]$ point to the predecessor and successor of element $x$ in a doubly-linked list. Then the operations

\[
L[R[x]] \leftarrow L[x], \quad R[L[x]] \leftarrow R[x]
\]
A ZDD has exactly two terminal nodes that have labels and branch nodes. A terminal node has no outgoing edges. To reduce its size. We say an OZDD is reduced if no further application of the reduction rule is successful. It is known that a reduced OZDD is canonical, i.e., if there are two reduced OZDDs α and β that follow the same ordering and represent set families f and g, then α and β are isomorphic if and only if f = g. The canonicity of reduced OZDDs is quite useful since it enables constant time equivalency checking, and efficient family algebra operations. We call non-ordered OZDDs Free ZDDs (FZDDs). Both OZDDs and FZDDs support several useful operations that run in polynomial time. Operations supported by ZDDs are found in (Knuth 2011) and (Darwiche and Marquis 2002) 2.

Zero-suppressed Binary Decision Diagrams

The data structure Zero-suppressed Binary Decision Diagram (ZDD) represents a family of sets as a directed acyclic graph (DAG). Fig. 2 is an example ZDD that represents the family of sets \{\{1, 2\}, \{1, 3\}, \{2, 3\}\} over universe \{1, 2, 3\}. ZDDs have two types of nodes: terminal nodes and branch nodes. A terminal node has no outgoing edges. A ZDD has exactly two terminal nodes that have labels \(\top\) and \(\bot\). Terminal nodes are represented as rectangles in the figure. Branch nodes are non-terminal nodes, and are represented as circles in the figure. Every branch node has a label representing the element the node corresponds to, and two outgoing edges, called lo-edge and hi-edge. Child ZDD nodes that are pointed to by lo- and hi-edges are called lo-child and hi-child, respectively. Every branch node is represented by a tuple \((i, l, h)\), where \(i\) is the label, \(l\) is the lo-child, and \(h\) is the hi-child of the node. In the figure, the label of a branch node is represented as a symbol appearing in the circle, and hi and lo edges are represented by solid lines and dashed lines, respectively. A branch node that has no ancestor node is the root node, and a ZDD always has exactly one root node. Every path from the root to \(\top\) terminal node corresponds to subset \(S\) contained in the family of sets that the ZDD represents, where \(S\) is made from the path created by selecting the labels of the branch nodes whose hi-edges lie on the path. The ZDD in Fig. 2 has three such paths: \(1 \rightarrow 2 \rightarrow \top\), \(1 \rightarrow 2 \rightarrow 3 \rightarrow \top\), and \(1 \rightarrow 2 \rightarrow 3 \rightarrow \top\). They correspond to subsets \{\{1, 2\}, \{1, 3\}, \{2, 3\}\}.

A ZDD is ordered if labels of visited branch nodes in a path from the root to a terminal node always follow an order over the elements. The ZDD in Figure 2 is an ordered ZDD since every path from the root to a terminal node follows the order 1, 2, 3. For ordered ZDDs (OZDDs), there are reduction rules that can remove redundant substructures from an OZDD to reduce its size. We say an OZDD is reduced if no further application of the reduction rule is successful. It is known that a reduced OZDD is canonical, i.e., if there are two reduced OZDDs \(\alpha\) and \(\beta\) that follow the same ordering and represent set families \(f\) and \(g\), then \(\alpha\) and \(\beta\) are isomorphic if and only if \(f = g\). The canonicity of reduced OZDDs is quite useful since it enables constant time equivalency checking, and efficient family algebra operations. We call non-ordered ZDDs Free ZDDs (FZDDs). Both OZDDs and FZDDs support several useful operations that run in polynomial time. Operations supported by ZDDs are found in (Knuth 2011) and (Darwiche and Marquis 2002) 2.

OZDDs are closely related to OBDDs. The main difference is the reduction rule called the zero-suppression rule, that deletes an OZDD node whose hi-edge is connected to \(\bot\). Due to this rule, OZDDs tend to become more compact than OBDDs when representing a family of sets that consists of small numbers of subsets.

Algorithm DXZ

We show our proposed algorithm, called \(DXZ (DLX with ZDD)\) in Alg. 2. The algorithm is only slightly different from DLX. The main difference is the existence of some additional operations for constructing ZDDs (lines 5, 8, 14, 16) and for referring to memo caches (lines 6, 18). We first show how ZDDs are constructed in DXZ.

Similar to DLX, DXZ performs depth-first recursive backtracking search. The main difference is that \(\text{Search}(A)\) returns the ZDD representing the set of all exact covers of problem \(A\). DXZ uses the following recursive relationships of exact covers. Let \(\text{Cover}(A)\) be the family of sets

```latex
\begin{align*}
\text{Search}(x) = \left\{ \right. \\
\text{Search}(A \setminus \{x\}) \\
\text{Search}(A) = \left\{ \right. \\
\text{Search}(A) = \left\{ \right. \\
\end{align*}
```

2Precisely, operations supported by BDDs are shown in (Darwiche and Marquis 2002). However, operations supported by BDDs in polytime are also supported by ZDDs in polytime.
representing the set of all exact covers of matrix A. Let \( i_1, i_2, \ldots, i_n \) be the rows that have a non-zero element in column \( c \), and let \( A_1, A_2, \ldots, A_n \) be the submatrices obtained by selecting rows \( i_1, i_2, \ldots, i_n \) and deleting all corresponding rows and columns from A. By using \( \text{Cover}(A_i) \), \( \text{Cover}(A) \) is recursively defined as

\[
\text{Cover}(A) = \bigcup_{j=1}^{n} (\{i_j\} \cup \text{Cover}(A_j))
\]

where \( \sqcup \) represents the join of set families and is defined as \( f \sqcup g = \{ a \cup b \mid a \in f \text{ and } b \in g \} \).

DXZ uses the above recursion to combine sub-ZDDs representing \( \text{Cover}(A_j) \). At line 8, it introduces ZDD \( x = \perp \) to represent the set of all exact covers of input matrix A. The algorithm updates \( x \) by \( x \leftarrow \text{Unique}(r, x, y, Z) \), where \( \text{Unique}(i, l, h, Z) \) returns the address of the ZDD node that has label \( i \) and the addresses of its lo and hi child nodes are \( l \) and \( h \), respectively. It checks whether there already exists a node in Z that has the same triple \( (i, l, h) \). If such node is found, it returns the address of the node. Otherwise it creates a new ZDD node \( (i, l, h) \), inserts it into Z, and returns the address of the node. ZDD node \( (i, l, h) \) represents the family of sets

\[
(l) \cup (\{i\}) \cup (h) ,
\]

where \((z)\) is the family of sets that ZDD node \( z \) represents. Since \((y)\) (line 14) corresponds to \( \text{Cover}(A_j) \) for some \( i_j \), updating \( x \leftarrow \text{Unique}(r, x, y, Z) \) with some \( r \) satisfying \( A[r, c] = 1 \) corresponds to updating \( x \) to ZDD node representing \( (x) \cup (\{i_j\}) \cup \text{Cover}(A_j) \). Therefore, repeating this procedure for all \( r \) satisfying \( A[r, c] = 1 \) corresponds to constructing a ZDD that represents \( \text{Cover}(A) \) defined in (2).

We show some theoretical results.

**Proposition 1.** The number of ZDD nodes stored in table \( Z \) does not exceed the number of ZDD nodes required to represent the set of all exact covers of the input matrix.

**Proof.** Every sub-ZDD made in the child procedures always appears in the ZDD made by the parent procedure. It means that there are no branch nodes that appear in sub-ZDDs but do not appear in parent ZDDs. Therefore, the number of ZDD nodes stored in the table is bounded by the size of the finally obtained ZDD.

**Proposition 2.** The running time overhead of DXZ is always constant.

**Proof.** Proving this fact is easy since it only involves computing \( \text{Unique} \) for every row selection in \( \text{Search} \). Since we can implement the procedure by using a hash table whose size is at most equal to the size of the ZDD representing the set of all exact covers, \( \text{Unique} \) can be performed in constant time.

We also note that the ZDD generated by DXZ is a FZDD. However, if we use a consistent rule on selecting column \( c \) (Alg. 2 line 7), we can make the algorithm generate an OZDD. We show details in a later section.

**Example 2.** Here we show an example of how DXZ constructs ZDDs. Fig. 3 shows the procedure of constructing the ZDD representing the set of all exact covers of the input matrix of Fig. 1. In this figure, the depth-first search procedure of DXZ is represented by a search tree, where every matrix at a node represents the input matrix \( A \) of \( \text{search}(A) \), and every child node represents a sub-matrix of \( A \) which is used as the input of the recursive call. ZDDs constructed in \( \text{search} \) procedure appear at the right of each search tree node.

We first select \( c = 1, r = 2 \) to obtain the subproblem represented as the left child of the root node. Then we select \( c = 5, r = 5 \), and then \( r = 3 \) to reach an empty matrix. It means \( \{2, 3, 5\} \) forms an exact cover. When finding an empty matrix, the procedure \( \text{search} \) returns terminal ZDD \( T \) (Fig. 3 (a)). In the backtracking procedure, the returned ZDD is then combined with branch ZDD nodes corresponding to selected rows and the ZDD representing \( \{2, 3, 5\} \) is
made at the top level (Fig. 3 (b)). Then, \( c = 1, r = 1 \) and \( c = 1, r = 3 \) are selected and we find another exact cover \( \{(1, 3)\} \). The ZDD representing \( \{(1, 3)\} \) is recursively constructed in the backtracking, and finally combined with the ZDD representing \( \{(2, 3, 5)\} \), and the solution ZDD representing \( \{(1, 3), (2, 3, 5)\} \) is obtained (Fig. 3 (c)). Combining two ZDDs representing \( \{(1, 3)\} \) with \( \{(2, 3, 5)\} \) is easily performed by adding the root node in Alg. 2 line 16.

**Memo Caching**

In the example of Fig. 3 (c), the same subproblem whose input is \((1, 1)\) appears in both left and right subtrees. If we store the solution of the problem, we do not need to solve the same problem many times. We use memo cache to store the address of ZDD nodes returned by the recursive Search procedures.

If submatrices \( B \) equal \( B' \), then \( \text{Cover}(B) = \text{Cover}(B') \). Therefore, the naive memo caching technique of using submatrix as a key to memorize/access its exact covers can reduce the amount of computation. Actually, we do not need to store the whole matrix as a key as it is sufficient to use the set of column IDs of the matrices as the key. We use the following fact.

**Proposition 3.** Suppose that an exact cover problem is represented as binary matrix \( A \). Let \( B, B' \) be binary matrices obtained by running DXZ and selecting some rows from \( A \) and deleting corresponding columns and rows. Then, if the set of remaining columns of \( B \) and \( B' \) are equivalent, then \( B = B' \).

**Proof.** After selecting row \( r \), DXZ deletes every column, \( j \), that satisfies \( A[r, j] = 1 \), and every row, \( i \), that satisfies \( A[i, j] = 1 \). It means deleted rows are those that have at least one 1 in a deleted column. Therefore, after selecting some rows, the remaining submatrices have rows that have no 1 in any of the deleted columns. Therefore, the set of deleted columns uniquely determines the set of remaining rows, and the submatrices are identical. \( \Box \)

This fact suggests that the set of remaining columns are enough to judge the equivalence of submatrices. We thus use an \( M \)-bit sequence, which represents the set of remaining column IDs, as the key to the memo cache.

Memo caching is used in lines 6 and 18 in Alg. 2. \( C \) is memo cache, and it maps an \( M \)-bit vector to a ZDD node pointer. In line 6, it checks if the current Search(\( A \)) was previously solved. Here col(\( A \)) represents the set of column IDs. If col(\( A \)) is found in \( C \), it returns the associated ZDD \( C[\text{col}(A)] \). At line 18, the algorithm stores solution ZDD \( x \) into memo cache by associating it with col(\( A \)).

Note that the memo caching technique is independent from the ZDD-based representation of exact covers, and we can use memo cache with the original DLX. However, ZDD-based representation is suitable for memo caching because a ZDD can be represented as a pointer to a branch node stored in table \( Z \). Therefore, every cache entry is represented by a pair of \( M \)-bit array and a branch node pointer, and the memory overhead of using memo cache is small.

**Fixed Ordering and OZDD**

In general, the ZDD obtained by DXZ is not ordered. This is because we dynamically select column \( c \) by using some criterion that reflects the values of input matrix \( A \). We can modify DXZ to construct reduced OZDDs. Modifications for constructing ordered ZDDs are simple; we alter the way of selecting column \( c \) and the order of examining row \( r \) such that \( A[r, c] = 1 \). Specifically, we select the leftmost column \( c \), and select rows \( r \) such that \( A[r, c] = 1 \) in descending order of \( r \). The resulting ZDD is an ordered and reduced ZDD.

**Proposition 4.** ZDDs constructed by DXZ with the above criteria of selecting \( c \) and \( r \) are ordered and reduced, where the order of rows follows descending order of pairs \((c_r, r)\), where \( c_r \) is the smallest column, \( c \), that \( X[r, c] = 1 \) for given input matrix \( X \).

**Proof.** We first show that output ZDDs are ordered. Since we employ fixed ordering in selecting left-most columns in DXZ, if column \( c \) is selected, then current submatrix does not have columns \( 1, \ldots, c - 1 \) nor rows, \( r \), for which \( c_r < c \). It means the ZDD representing exact covers of the current submatrix does not contain nodes whose label \( r \) satisfies \( c_r < c \). Thus ZDD nodes whose label is \( r \) never appear before nodes with label \( r' \) such that \( c_r' < c_r \). If there are two rows \( r < r' \) such that \( c_r = c_r' \), then, DXZ always selects \( r' \) before \( r \) at line 9 of Alg. 2. This means the ZDD node whose label is \( r' \) is never an ancestor of the node with lab- el \( r \) in the updating procedure of \( x \). Therefore, constructed ZDDs follow the descending order of pairs \((c_r, r)\).

Next we show that the OZDDs output by DXZ are reduced. Reduced OZDDs satisfy the following two conditions: (1) do not have branch nodes whose hi-child is \( \bot \), and (2) do not have branch nodes whose label, lo- and hi- child nodes are equivalent. The OZDDs made by the above ordering satisfies (1) because the algorithm does not create ZDD nodes whose hi-child is \( \bot \), and it also satisfies (2) because Unique(i, l, h) checks that no duplicated branch nodes are created. Therefore, the constructed OZDDs are reduced. \( \Box \)

Reduced OZDDs are strict subsets of FZDDs, and support more polytime operations than FZDDs (Darwiche and Marquis 2002). One important operation specific to OZDDs is family algebra, which combines two OZDDs to make a new OZDD. Using family algebra makes it easy to find exact covers that satisfy one or more external constraints, or combining exact covers of different problems.

**Experiments**

**Dataset**

We use three different datasets: polyominoes, exact cover benchmarks, and set partitioning benchmarks. A polyomino is a plane geometric figure formed by joining one or more equal squares edge to edge, and polyomino tiling is the problem of locating sets of polyominoes on a given field made of squares. This problem can be seen as an exact cover problem (Knuth 2000). We use tiling problems of dominoes (polyominoes with two cells) with \( 8 \times 8 \) and \( 10 \times 10 \) fields and tetrominoes (four cells) with \( 6 \times 6 \) and \( 8 \times 8 \) fields as
benchmark problems. Exact cover benchmark dataset used in (Junttila and Kaski 2010)\(^3\) contains several artificial exact cover problems. The dataset contains 217 instances of 6 categories. Since similar results were obtained for instances of the same category, we show only the results for typical instances of each category. We also used the set partitioning problem benchmark instances available at OR-LIBRARY\(^4\). It contains several real-world set partitioning problem instances. We omit instances for which none of the methods finished within 600 seconds and instances for which both DXZ and DLX finished within 1 milliseconds.

**Methods and Settings**

We compared DXZ with DLX, as well as c2d and SharpSAT. c2d (Darwiche 2004) is a system that compiles a CNF into a d-DNNF (deterministic, decomposable negation normal form). An exact cover problem can be formulated and solved as the problem of enumerating all models of a CNF, and the problem can be solved by compiling a CNF into d-DNNF. SharpSAT (Thurley 2006) is a solver of #SAT problems. Comparison was also made to SharpSAT since DXZ can be used to count the numbers of solutions. There are several CNFs that represent the same exact cover problem.

Table 1: Experimental results on benchmark problems. D: DLX that does not store any solution, DLX: DLX that stores every exact cover as an array, Z: DXZ without memo cache, DXZ: DXZ, F: DXZ with fixed ordering, \(c2d\): \(c2d\) compiler, and sharpSAT: sharpSAT solver. \# covers: number of exact covers, \([ZDD]\) : number of ZDD nodes constructed by DXZ, and Memory: maximum amount of memory used by DXZ (MByte). The best results are shown in bold fonts.

We employed the ladder CNF encoding used in (Junttila and Kaski 2010)\(^5\). We also compared two variants of DXZ. The first one does not use memo cache and the second one builds OZDDs by employing a fixed order in selecting columns. Since it is a difficult problem to find an appropriate ordering of columns, we did not apply any preprocessing for finding good orderings except for pentominoes tiling. In pentominoes, the order of columns that starts from a corner field and ends at the opposite corner field works well.

Algorithms were implemented in C++. Experiments were conducted on a Linux machine with a Xeon E5-2687W 3.10 GHz CPU and 128 GB RAM. We set the sizes of memo cache used in DXZ and its fixed ordered version to 32 MBytes, where every memo cache entry is represented by a pair of a 192-bit (24 Bytes) column ID vector and an 8 Byte pointer indicating a ZDD node (total 32 Bytes) and the memo cache table has \(2^{30} = 1 \times 10^9\) entries.

**Results**

We show the results in Tab. 1. The compared methods are “D”: DLX without storing found covers\(^5\), “DLX”: DLX with storing of found covers into an array, “Z”: DXZ without storing solutions.

---

\(^3\)The dataset is available at http://www.tcs.hut.fi/~junttila/experiments/CP2010/

\(^4\)http://people.brunel.ac.uk/~mastjjb/jeb/orlib/

\(^5\)Strictly speaking, “D” does not solve exact cover problems since it does not store solutions. We show the results of “D” to confirm that DXZ is nearly always faster than DLX when we omit time for storing solutions.
Comparing DLX with DXZ, we can see DXZ nearly always yields equivalent or much better results. It tends to be much faster than the other methods with instances that have huge numbers of covers. Comparing DXZ with Z, we find that the improvements come from the use of memo cache. For example, DXZ and F run much faster than other methods on the domino_10_10 instance. This result comes from their efficient use of memo cache. Memo cache tends to work well if the same col(A) appears frequently on the search. In the domino tiling problem, col(A) corresponds to the set of fields without domino cells. Since there are many possible ways to tile cells that makes the same patterns of unfilled fields, the same col(A) frequently appears in the problem.

The fixed order variant F is generally slower than original DXZ, but it tends to be faster than the other baselines when instances have huge numbers of solutions. An interesting exception is tetromino, where F is much faster than normal DXZ. This is because there is a reasonable ordering of columns (cell order that starts from a corner cell and ends at the opposite corner cell) in the problem. If such good ordering of columns exists, fixed ordering can be fast since similar columns will be deleted in Search procedure, and memo cache works well.

We can see that the number of ZDD nodes is much smaller than the number of exact covers in some instances. These results indicate the superiority of ZDDs as condensed representations of sets of exact covers. Once represented as ZDDs, we can efficiently select, enumerate, and sample exact covers using them. The amount of memory consumed by algorithm DXZ can be estimated as the size of memo cache (32 MByte) plus that needed to represent the ZDD. If ZDD size is large, the amount of used memory also becomes large. However, we should remember that in such cases ZDDs are much smaller than the number of covers.

**Conclusion**

We proposed a new algorithm, DXZ, by extending DLX, the state-of-the-art method for finding all exact covers. Our innovation lies in combining DLX with Zero-suppressed Binary Decision Diagrams. DXZ can fully exploit memo caching and so offers significant speed enhancement. The algorithm outputs valid ZDDs representing the set of all exact covers, thus the set of exact covers can be easily manipulated with ZDD operations.
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