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Abstract
Black-box domains where the successor states generated by applying an action are generated by a completely opaque simulator pose a challenge for domain-independent planning. The main computational bottleneck in search-based planning for such domains is the number of calls to the black-box simulation. We propose a method for significantly reducing the number of calls to the simulator by the search algorithm by detecting and pruning sequences of actions which are dominated by others. We apply our pruning method to Iterated Width and breadth-first search in domain-independent black-box planning for Atari 2600 games in the Arcade Learning Environment (ALE), adding our pruning method significantly improves upon the baseline algorithms.

1 Introduction
Planning is the task of deciding a sequence of actions for an agent such that the agent achieves some set of goals, where the goals can include the optimization of some objective function. Much of the previous work in AI planning assumes that a model of the world and its dynamics is fully specified and available to the planner. For example, in classical planning with the standard STRIPS or SAS+ models, each action available to the agent is specified precisely in terms of its preconditions (constraints on the state vector required to execute \(a\)) and effects (changes in the state vector as a result of executing \(a\)). Such transparent domain models have enabled the development of effective search algorithms which exploit the structure exposed by the model, e.g., heuristic functions that use the model to estimate the cost of achieving the goals from a given state.

Recently, planning in black-box domains with much more opaque domain models has attracted attention, spurred by interest in developing a game-independent AI playing algorithm for video games (Bellemare et al. 2013). In black-box planning, a state vector and a set of actions are available, as well as an objective function for evaluating states. However, the only way to compute the successor state \(s'\) resulting from applying an action \(a\) to state \(s\) is to execute \(s' = \text{Simulate}(s, a)\), a black-box simulation function for which the internal dynamics are inaccessible.

Such black-box domains present a challenge for search-based planning, because the pruning techniques which enabled effective search in domains with transparent domain models are not applicable, leaving us only with brute-force methods such as breadth-first search. However, it was recently shown that Iterative Width (IW) (Lipovetzky and Geffner 2012), a search strategy which prunes the search space by focusing only on states which are “novel” compared to previously expanded nodes, can be used as the basis for a successful, search-based planner for black-box planning (Lipovetzky, Ramirez, and Geffner 2015).

In most traditional planning/search domains, successor state generation is relatively cheap, while state evaluation (e.g., calling a heuristic function) tends to be expensive. For example, in classical planning, powerful but expensive heuristic functions are often the bottleneck. In contrast, in black-box domains, successor state generation is expensive, since the successor computation (\(\text{Simulate}\)) can be a complex simulation algorithm. State evaluation can also be slow in black-box domains (it might require running another simulation), or evaluation might be cheap (e.g., in the Arcade Learning Environment (ALE) (Bellemare et al. 2013), evaluation is cheap because the score is computed as a side-effect of state generation).

Slow state generation introduces a significant bottleneck for black-box planning when the state space is a graph. When searching in standard domains using algorithms such as A* or breadth-first search, duplicate detection is relatively cheap (e.g., a hashing operation) and since state generation is fast, the presence of detectable duplicate states is usually not a critical issue. In contrast, in black-box domains with slow state generation, the duplicate check itself is fast (hashing), but by the time a duplicate check is performed, it is too late – a large cost has been incurred when the duplicate state has been generated. To avoid this overhead, we must avoid generating duplicate states. Previously proposed duplicate avoidance mechanisms (c.f. (Taylor and Korf 1993)), are inapplicable because they depend on the ability to identify duplicate action sequences by analyzing the underlying transparent domain models.

In this paper, we investigate duplicate avoidance in online planning settings for black-box domains, as exemplified by the on-line planning for the ALE (Bellemare et al. 2013), where an agent plays video games by repeating the loop:
(1) solving a planning problem with a very limited resource budget, and (2) execute an action. Because this setting poses a series of related planning episodes, there is an opportunity to improve planner performance over time by learning a duplicate avoidance strategy.

Specifically, we seek to eliminate actions (and sequences of actions) which are dominated by others (and lead to duplicate states). For example, in the ALE, which simulates an Atari 2600 game machine, 18 actions are always available (the joystick has 9 states – up/down/left/right/4 diagonals/“neutral”, and the “fire” button has 2 states, 9x2=18). Previous work in search-based planning for the ALE treats all 18 actions as applicable at every state (Lipovetzky, Ramirez, and Geffner 2015; Shleyfman, Tuisov, and Domshlak 2016). However, in any particular game, many of these 18 actions are dominated (“useless”): First, some actions are trivially dominated because they are completely ignored, or the program always treats them as being equivalent to other actions (e.g., in some games, the state of the “fire” button is irrelevant). Second, some actions are equivalent to other actions (e.g., in some games, the state results in the same state as another action (e.g., in a maze-based game, if the agent is stuck against a wall to the left, then the “left” action is useless because (in some games) it results in the same state as “no action”). More generally, sequences of actions can be useless. For example, some actions can have cooldown periods, i.e., after action a is used, executing a again has no effect for the next t seconds (e.g., firing missiles in shooting games).

If the environment is deterministic, dominated action sequences lead to duplicate states, so this paper focuses on avoiding dominated action sequences (in the . If the domain is transparent, dominated actions can be detected trivially by analyzing domain models, and dominated action sequences can be pruned using methods such as duplicate action sequence detection (Taylor and Korf 1993), symmetry detection (Fox and Long 1999; Pochter, Zohar, and Rosenschein 2011), and strong stubborn sets (Wehrle et al. 2013). However, in black-box planning, pruning dominated actions and action sequences is nontrivial because we can not be certain whether an action is truly dominated, or merely appears to be dominated due to the context provided by the current game state.

We propose Dominated Action Sequence Detection (DASD), an approach to detecting actions which are likely to be dominated by other action(s) in the course of online planning. DASD can be applied to online planning using any standard search algorithm (e.g., breadth-first search, IW) in order to prune dominated action sequences. We first propose Dominated Action Sequence Pruning (DASP), which assumes a static environment and classifies actions as being either dominated or non-dominated. Next, we propose Dominated Action Sequence Avoidance (DASA), a method to detect context-dependent (conditional) dominated action sequences, which learns the ratio of duplicate nodes generated by actions. DASA assigns a low probability of expanding action sequences that result in more duplicates (i.e., dominated actions), in order to avoid wasting search resources on unfruitful actions, and instead invests more resources into more promising (non-dominated) actions. We evaluate DASA and DASP applied to p-IW(1), IW(1) and breadth-first search (BrFS) on 53 games in the ALE, and show that on all three search methods, DASA improved the performance compared to the baseline search method as well as the baseline method using a hand-coded (human-generated), game-specific, restricted action set.

2 Background

A black box planning problem is a tuple $B = (V, A, Sim, I, U)$. $V$ is a set of variables, each with a discrete domain $D(v)$. A state is a combination of $v$ for each $V$. $A$ is the set of available actions. Any action in $A$ can be applied at any state. The effects of $a \in A$ are computed using the black box simulation function $Sim$. $Sim$ is a function which takes two parameters. $Sim(a, s)$ returns the state resulting from applying $a$ to state $s$. $I$ is an initial assignment of values to $V$. $U$ is a utility function. The objective is to find a state $s$ which maximizes $U(s)$ (satisficing, black-box planning uses a $U$ which is maximal when desired (goal) attributes are satisfied, zero otherwise). In this paper, we assume that the environment is deterministic, i.e., $Sim$ is deterministic.

The lack of useful knowledge makes search difficult. Brute-force, exhaustive search algorithms such as breadth-first search can be applied, but does not scale well (Bellemare et al. 2013). More focused search techniques which do not depend on heuristics are needed. Iterative Width (Lipovetzky, Ramirez, and Geffner 2015) is breadth-first search with novelty-based pruning: a newly generated state is pruned if it does not make a new atom true. IW(1) has been shown to perform well in classical planning (Lipovetzky and Geffner 2012), Atari games in the ALE environment (Lipovetzky, Ramirez, and Geffner 2015), and General video game playing (Geffner and Geffner 2015). p-IW (Shleyfman, Tuisov, and Domshlak 2016) further improves the pruning by considering the reward in addition to novelty.

Online, black-box planning is a real-time search problem (Korf 1990), where we are given an initial black-box planning instance $B_0$, and a resource limit (e.g., time limit, limit on number of node generations, etc.). An agent for online black-box planning behaves as follows: [Step 1, initialization]: $I$ is initialized to $I_0$. [Step 2, termination check]: If some termination condition has been met, then terminate. [Step 3, planning episode]: The agent applies a planning algorithm $P$ until the resource limit is exhausted, at which point the agent selects an action $a$ to execute. [Step 4, world update]: The agent executes $a$, resulting in an updated world state $s' = Apply(a, s)$. In black-box domains where the simulator $Sim$ is a perfect model of the actual world inhabited by the agent, then $Apply(a, s) = Sim(a, s)$. [Step 5]: Set $I = s$, and go to step 2.

In step 3 (planning episode), after the planning algorithm is terminated, the selection of the action to execute in step 4 can be implemented in many different ways. In a satisfying problem, if a path has been found to a goal (maximal utility) state, then the first step on that path should be selected. However, in most cases, such a path is unavailable, so the action is chosen based on the search space that has
been explored so far, e.g., choose the first step in the path with the highest utility frontier node. For example, in the ALE domain, previous work selects the first step which leads to the highest discounted accumulated reward (Bellemare et al. 2013; Lipovetzky, Ramirez, and Geffner 2015). Planning episodes can re-use work (search) performed in previous planning episodes, and all nodes generated in previous planning episodes can be cached.

Taylor and Korf (1993) proposed a standard method for dominated action sequence elimination in deterministic domains with transparent models, based on the following criterion for determining dominance: An action sequence $S_1$ dominates $S_2$ if and only if (1) $\text{Cost}(S_1) \leq \text{Cost}(S_2)$, (2) $S_1$ is applicable whenever $S_2$ is applicable, and (3) Applying $S_1$ and $S_2$ to state $s$ always result in the same resulting state $s'$. In black-box planning, all available actions are always “applicable” — any action can be given as input to the simulator. However, action effects can not be predicted without executing the simulation, i.e., any conclusions about the equivalence of actions is only valid with respect to states which have actually been generated, and are not guaranteed to hold for states which have not yet been generated. Thus, it is not possible to be certain whether Taylor and Korf’s dominance criterion holds for any two action sequences in a black-box domain. Also, their method, which was originally designed for a single planning episode, learns a finite state machine (FSM) which detects and prunes sequences of actions leading to dominated states in a preprocessing step prior to the search; the FSM is used to prune actions during the single planning episode. In an online planning setting, instead of a single preprocessing/learning step, we can continuously apply learning, constantly improving a learned model across planning episodes. Therefore, we propose an approach which is adapted for online, black-box planning.

3 Dominated Action Sequence Pruning (DASP)

To improve the performance of planning episodes (Step 3) of the online black-box planning, we propose Dominated Action Sequence Pruning (DASP), a method to eliminate dominated action sequences in black-box planning.

The set of all actions which can be executed by an agent is the set of available actions ($A_{\text{avail}}$). For example, there are 18 available actions in Atari games. The available action sequence set $A_{\text{avail}}^L$ is the set of sequences of available actions with the maximum length of $L$. Out of these, many are “useless” for a given domain that the resulting state of the action is always duplicated. We refer to such action sequences as dominated action sequences. More formally:

**Definition 1.** An action sequence set $A^N$ dominates action sequence $a$ if for all $s$ there exists an action sequence $a' \in A^N$ such that $\text{succ}(a, s) = \text{succ}(a', s)$

where $\text{succ}(a, s)$ is the successor generator function and $\text{succ}(a, s)$ returns the state which results from applying the sequence of actions $a = (a_0, a_1, ..., a_N-1)$ to state $s$, i.e., $\text{succ}(a, s) = s_N, s_1 = \text{succ}(s_{i-1}, a_{i-1}), s_0 = s$.

A set of action sequences of maximum length $L (A^L)$ is sufficient if it dominates all action sequences in $A_{\text{avail}}^L$.

**Fact 1.** Let $A^L$ be a sufficient action sequence set. For every state $s$, a set of successor states of $s$ generated by $A^L$ is equal to a set of successor states of $s$ generated by $A_{\text{avail}}^L$.

**Proof.** For all $a' \in A_{\text{avail}}^L \setminus A^L$, as $a'$ is dominated by $A^L$, $\{s'|s' = \text{succ}(a, s), a \in A^L\} = \{s'|s' = \text{succ}(a, s), a \in A \setminus \{a'\}\}$.

Therefore, a sufficient action sequence set is sufficient to search the entire search space for the planning domain. To reduce the number of calls to $\text{succ}$, it is always beneficial to have smaller action sequence set. A minimal action sequence set is a sufficient action sequence set with the smallest cardinality.

**Algorithm 1. [Find minimal action sequence set]**

1. Initialize $A_{\text{min}}$ to the set of all action sequences which generate one or more non-duplicate nodes.
2. Let $G = (V, E)$ be a hypergraph where $v_t \in V$ represents an action sequence $a_t$ with no non-duplicate search nodes, and hyperedge $e(v_0, v_1, ..., v_n) \in E$ if there exist one or more duplicate search nodes generated by all of $a_0, a_1, ..., a_n$ but not by any other action sequences.
3. Add the minimal vertex cover of $G$ to $A_{\text{min}}$.

During the first $k$ planning episodes, DASP performs no pruning. After the $k$-th planning episode, $L$-step DASP finds an action sequence set $A^L$ using Algorithm 1, based on the search tree explored in previous planning episodes. The input of Algorithm 1 is a set of sets of action sequences which generated one or more common duplicate nodes from the same state in any of the previous planning episodes. Based on this input, Algorithm 1 generates its hypergraph $G$ with hyperedge $e(v_0, v_1, ..., v_n)$ iff action sequences $a_0, a_1, a_2, ...$ corresponding to $v_0, v_1, v_2 ...$ generated common duplicate nodes from some state $s$, but not by any other action sequences. In this way, Algorithm 1 returns a minimal set of action sequences which generated nodes by these action sequences covers all generated nodes in previous episodes (minimal set cover).

DASP only uses $A^L$ for the rest of the planning episodes, except for the first node expansion in each episode. That is, when expanding a state $s$, which is reached by a trajectory $a_0, a_1, ..., a_n$, and action $a$ is applied only if all of $(a), (a_0, a), (a_n, a), ...$ are in $A^L$. As a heuristic mechanism for recovering from incorrectly pruned action sequences, for the first node expansion in each episode, we apply all the available actions including dominated action sequences. If a dominated action sequence generates a non-duplicate node, then the action sequence will be put in $A^L$ for the next planning episode by Algorithm 1.

Given complete knowledge of whether a set of action sequences have duplicate nodes in common, Algorithm 1 returns a minimal action sequence set. We say that an environment a static environment if all pairs of action sequences either always generate duplicated nodes or never generates duplicate nodes. In a static environment, expanding all action sequences from one node is sufficient to obtain a minimal action sequence set using Algorithm 1. More formally:
Definition 2. An environment (domain) is static if for all pair of action sequences \( a, a' \), if \( \exists s_0 \) s.t. \( \text{succ}(a, s_0) = \text{succ}(a', s_0) \), then \( \text{succ}(a, s) = \text{succ}(a', s) \) holds \( \forall s \).

Theorem 1. Assume a static environment. If an input to Algorithm 1 includes all generated nodes from node \( s_i \), \( (\text{succ}(a, s_i), a \in A_{\text{avail}}^L) \), then Algorithm 1 returns a minimal action sequence set.

Proof. In a static environment, for all \( s \) \( \text{succ}(a, s) = \text{succ}(a', s) \) if \( \text{succ}(a, s_i) = \text{succ}(a', s_i) \) (Definition 2). Therefore we have complete and correct knowledge of action sequences which generate one or more non-duplicate nodes, and all sets of action sequences with one or more duplicate search nodes in common. As we have complete knowledge, Algorithm 1 returns a minimal action sequence set.

Theorem 2. In a static environment, if an input includes a node \( s_i \) that we expanded all of \( \text{succ}(a, s_i), a \in A_{\text{avail}}^L \), then Algorithm 1 returns a minimal action sequence set.

Proof. In a static environment, since the input to Algorithm 1 in the first planning episode includes a node \( s_i \) for which we expanded all of \( \text{succ}(a, s_i), a \in A_{\text{avail}}^L \), then by Theorem 2, Algorithm 1 returns a minimal action sequence set \( A^L \). By the ordering criteria, all action sequences \( a(\in A^L) < a'(\in A_{\text{avail}}^L \setminus A^L) \). As \( A^L \) is minimal and sufficient, every action sequence \( a \in A^L \) generates a new node with probability of 1, so \( p(a, 2) = 1 \). Action sequences in a minimal action sequence set \( A^L \) always generate a new node as they are ordered in front, thus DASA expands them with probability of 1. As action sequences not in \( A^L \) are all dominated by \( A^L \), and ordered after sequences in \( A^L \), they always generate old nodes. Therefore, they are applied with a probability of \( \epsilon (< 1) \). Therefore a set of action which DASA expands with probability of 1 is a minimal action sequence set.

In many cases, the environment is not static. However, even in a dynamic environment, using Algorithm 1, we get an action sequence set smaller or equal to the size of a minimal action sequence set.

Fact 2. Let \( A^L \) be the action sequence set returned by Algorithm 1. \( |A^L| \) is smaller or equal to the size of a minimal action sequence set.

Proof. Action sequences which generate one or more non-duplicate nodes can be modeled as a node with a self-loop edge in \( G \). The size of a minimal vertex cover only decreases when we remove an edge from \( G \).

4 Dominated Action Sequence Avoidance (DASA)

DASA assumes a static environment where actions are either effective all the time or not at all. However, in many domains, most of the actions are conditionally effective, an action has a unique outcome for some states, but not for all states in the domain. We define conditional dominance as:

Definition 3. A set of action sequences \( A^L \) conditionally dominates an action sequence \( a \) if there exists a state \( s \) and an action sequence \( a' \in A^L \) s.t. \( \text{succ}(a, s) = \text{succ}(a', s) \).

For example in PACMAN, the \( up \) action is only effective when there is no obstacle above the agent (pacman). Thus, \( up \) is conditionally dominated by neutral.

Unfortunately, DASP does not work well on conditionally dominated action sequences. First, DASP may preemptively prune conditionally dominated action sequence out of the search completely if the action sequence is dominated in the first \( k \) planning steps (i.e., false positives). The only mechanism in DASP to recover an incorrectly pruned action sequence is when it is applicable from the first node in the search. Figure 1b shows the maximum size of action set detected as non-dominated actions throughout the game (from the \( k \)-th planning episode to the end of the game) in the ALE environment by 1-step DASP, compared to the human-generated restricted action set. This suggests that many of the actions are preemptively pruned and never recovered.

Second, even if an action sequence is almost always dominated, the inability of DASP to identify conditionally dominated action sequences means that such action sequences are always generated, significantly increasing the number of calls to the expensive \( \text{succ} \) function.

Therefore, it should be more beneficial to consider whether an action is valid in the current context rather than to consider whether an action is used in the whole domain. To this end, we propose DASA, a method to estimate the probability of actions being dominated in the next planning episode.

Definition 4. Let \( \lt \) denote a total ordering on an action sequence set. \( s' = \text{succ}(a, s) \) is new if there is no action sequence \( a_n (< a_n) \) such that \( \text{succ}(a_n, s) = \text{succ}(a_m, s) \). A node is old if it is not new.

Let \( p(a, t) \) be the fraction of new nodes generated by action sequence \( a \) in the \( t \)-th planning episode. We define \( p^*(a, t + 1) \) as:

\[
p^*(a, 0) = 1,
p^*(a, t + 1) = (p(a, t) + \alpha p^*(a, t))/(1 + \alpha),
\]

where \( \alpha \) is a discount factor. \( p^*(a, t + 1) \) is an estimate for the ratio of new nodes by action sequence \( a \) on \( t + 1 \)-th planning episode based on the experience of previous \( t \) planning episodes. If the number of nodes generated (including new/old nodes) by action sequence \( a \) in the \( t \)-th planning episode is 0, then \( p^*(a, t + 1) = p^*(a, t) \).

Unlike DASP which prunes sequences only after \( k \)-th planning episode, DASA prunes action sequences from the second episode using \( p^* \) value. DASA applies actions with higher \( p^* \) value more frequently, and action with lower \( p^* \) value less frequently. The trajectory to reach state \( s \) is given as \( T = (a_0, a_1, ..., a_n) \). For each node expansion, action \( a \) is applied and \( s' = \text{succ}(a, t) \) is generated with a probability:

\[
P(a, t) = (1 - \varepsilon)s(p^*(a, t))s(p^*((a_{n-1}, a), t))...
s(p^*((a_{n-t}, ..., a_n, a), t)) + \varepsilon,
\]

where \( s(x) \) is an activation function, \( \varepsilon (< 1) \) is a parameter for the minimal probability for applying an action, and
\( l \) is the length of the longest dominated action sequences to detect. We used a product of estimated proportions because longer paths are less reliable (less training data). To avoid preemptive pruning based on scarce training data, we consider the \( p \) value of shorter paths, in addition to \( \epsilon \) to smooth the probability.

As the definition of new/old depends on the ordering of actions, the action sequences should properly be ordered. DASA finds an action sequence set \( A^L \) using Algorithm 1. DASA orders the action sequences preferring sequences in \( A^L \) and breaking ties in favor of higher \( p \) value. This re-ordering guarantees that:

**Theorem 3.** In a static environment, if a search tree of the 1st planning episode includes a node \( s_i \) that we expanded all of \( \text{succ}(a, s_i), a \in A^L_{\text{ avail}} \), a set of action sequences which DASA applies with probability of 1 from the 2nd episode is a minimal action sequence set.

The additional runtime overhead due to DASP/DASA should be negligible when node expansion is slow enough, which is likely in many black-box domains. For example, DASA(L=2) took 0.16 seconds on average per planning episodes in the ALIEN domain, while the planning per episode took 6 seconds on average with a 10000 frame budget.

## 5 Experimental Evaluation

We evaluate our proposed dominated-action sequence detection strategies on a set of 53 single-player Atari 2600 games in the Arcade Learning Environment (ALE) (Bellemare et al. 2013). The 53 games selected are the same as the set used in previous work (Shleymfan, Tuisov, and Domshlak 2016). Each game in ALE is a different, black-box domain. Although Atari 2600 games are stochastic, the ALE interface provides determinism environment. The state of the game is represented by a fully observable, 128-byte RAM array. The meaning of the contents of this RAM is not known to the agent. However, ALE provides an API call which, for all games, returns the score for any state (higher is better). Following previous work on search-based planning on the ALE (Lipovetzky, Ramirez, and Geffner 2015), we represent the state vector as 128 variables, with domain of 256 values. ALE provides an API which returns the restricted action set, which is a hand-coded set of minimal actions for the game. We use this hand-coded restricted action set as one of the baselines against which our DASA strategies are evaluated.

We evaluated p-IW(1) (Shleyfman, Tuisov, and Domshlak 2016), IW(1)(Lipovetzky and Geffner 2012), and Breadth-first search algorithms with the following action set determination policies.

- default: use all available action set
- restricted: use (hand-coded) restricted action set
- DASP1: 1-step DASP (\( L = 1 \)).
- DASA1: 1-step DASA (\( L = 1 \)).
- DASA2: 2-step DASA (\( L = 2 \)).

Following (Lipovetzky, Ramirez, and Geffner 2015), we discounted the accumulated reward as \( R(s') = R(s) + \gamma^d(s) + 1 r(s, a) \) where \( s \) is the parent node of \( s' \), and the discount factor was set to \( \gamma = 0.955 \). A maximum budget of 10,000 simulated frames is applied. This simulated frames limit is roughly equivalent to limiting the lookahead time, as most of the time in the planning is spent in calls to the emulator. For example, in ALIEN, p-IW(1) with DASA2 used >99% of the time for running simulator.

As with previous work (Bellemare et al. 2013; Lipovetzky, Ramirez, and Geffner 2015), all algorithms cache simulation results, so simulations are not executed for cached states, and cached states do not count against the simulation frame budget. As the cost of reusing cached frame is negligible, we do not apply DASD pruning to cached states. We apply DASD pruning only to new frames which requires simulations. Following previous work, all algorithms select an action every 5 frames (Bellemare et al. 2013; Lipovetzky, Ramirez, and Geffner 2015). That is, a successor node \( \text{succ}(a, s) \) in a search tree is a state after executing \( s \leftarrow \text{Apply}(a, s) \) five times to the parent node, thus (simulation frame budget)/5 = \# nodes generated.

During the first 12 planning episodes (i.e., \( k=12 \)), DASP performs no pruning, and uses all available actions (5x12=60 in-game frames = 1 second). As the minimal vertex cover is NP-hard (Karp 1972), We calculate the optimal vertex cover if there are \( \leq 5 \) nodes, and otherwise use a greedy algorithm which adds a vertex with the highest number of uncovered edges one by one. For DASA, we used a sigmoid function \( s(x) = \frac{1}{1+exp(-x)} \), minimal chance of applying action sequence \( \epsilon = 0.04 \), discount factor for \( p \) value \( \alpha = 0.95 \). To reduce the variance, each game was played 5 times, with the reported results averaged across these runs.

Table 1 and row “p-IW(1)” in Table 2 show the performance of DASA and DASP applied to p-IW(1). Overall, DASA2 outperformed the default action set and restricted action set. DASA and DASP successfully pruned dominated action sequences and expanded more nodes than baseline. Although the maximum number of generated nodes is fixed for all methods, DASA and DASP spent fewer resources for unnecessary node generation, resulting in deeper search and therefore, better scores. Note that cached nodes are included in the number of expanded nodes, and the depth of the search tree also includes the cached nodes.

Figure 1a shows the average number of actions applied per state using DASA2 compared to the size of restricted action set. Figure 1b shows the maximum number of actions detected as non-duplicate using DASP compared to the size of restricted action set. For DASA, the number of actions applied is expected to be higher because it every action is applied with at least the minimal probability \( \epsilon \), so the number of applied actions exceeds the restricted action set size when the restricted action set size is small. The number of action applied is smaller when it successfully detects and prunes. DASP tends to have smaller action set size compared to restricted action set, especially when the restricted action set size is large. This is because DASP is aggressively pruning conditionally dominated actions before the states on which these actions have novel effects are discovered.

Table 2 shows the results for a smaller simulation frame
Table 1: Performance of p-IW(1) with different action sets on 53 Atari 2600 games using 10000 simulator frames per planning episode. “default” uses all actions available to the agent. “restricted” uses the hand-coded minimal action set provided by ALE. Scores are averaged over 5 runs with the same set of different random seeds for all algorithms. “expanded” shows the average number of nodes expanded including cached nodes, “depth” shows the average depth of the search tree including cached nodes.
budget (2000) on p-IW(1). With 2000 simulator frames, the maximum # of nodes generated (excluding cached nodes) is 400. Even with small search trees and thus less training data for learning, DASA and DASP successfully improves upon the baseline p-IW(1). DASA and DASP also improves the performance on IW(1) and BrFS (Table 2), showing that DASD is effective on wide range of search algorithms.

Results with Extended Action Set To see the scalability of DASA and DASP with a larger available action set, we implemented an extended action set which adds two spurious buttons with no effect to the Atari controller (1 directional joystick, a fire button, and two spurious buttons), for a total of 72 actions. The additional buttons have no effect, so for every action in the Atari action set, there are 4 equivalent actions in the extended action (but an agent has no prior knowledge of this). Row “p-IW(1) (extd)” in Table 2 compares the scores using the extended action set on p-IW(1). We observed that p-IW(1) without DASD suffers from the sheer amount of available actions, and the number of nodes expanded was about 27% on average compared to the standard 18-action setting. Although DASD performed worse compared to the original 18 action setting, we observed that the number of applied actions per state is still decreasing at the end of the game. Therefore, given enough data for learning, we expect the performance of DASA2 to improve.

6 Conclusion
We proposed DASD, an approach to speeds up search in black-box planning domains with expensive node generations by avoiding the generation of duplicate nodes. DASD identifies action sequences which result in the same resulting state, and learns a minimal set of non-dominated actions (and action sequences), which is then used to restrict node generation so that duplicate states are not generated. We first proposed DASP, which learns a static minimal action set which is valid throughout the course of a game. We then proposed DASA, which learns conditional minimal action sets which are dependent on the current context of the game. We evaluated DASP and DASA on 53 games in the ALE arcade game environment, and showed that DASD significantly improves the performance of black-box planning in these domains compared to baseline algorithms without DASD. DASP was shown to yield performance comparable to using a human-generated set of minimal actions for a game, and DASA, by exploiting conditionally dominated actions, significantly outperformed both DASP and the human-generated minimal action set.

In this paper, we focused on eliminating short (1 or 2 step) dominated action sequences, and showed that this was sufficient for obtaining significant speedups. Many domains have many, longer dominated action sequences, but accurately learning longer sequences requires significantly more training data (longer / more numerous planning episodes). Future work will address this scaling issue.

Shleymfan, Tuisov, and Domshlak reported that p-i-W(1) and IW(1) typically exhaust a search node and did not use the entire budget of 150000 simulated frames per planning episode (2016). In this case, DASP/DASA would not improve the score. However, p-i-W(1) and IW(1) with 150000 frames run much slower than real-time. DASP/DASA helps close the gap with real-time because it enables searching deeper with a much lower budget.

In this paper, we evaluated DASD on the ALE environment, which has 18 available actions. However, the Atari 2600 is a relatively simple environment, and modern gaming systems have significantly more complicated controllers (i.e., many more available actions). For example, the Retro Learning Environment (Bhonker, Rozenberg, and Hubara 2016) has at least 720 available actions, and the Playstation3 game controller has at least 9x9x2x2x2x2 = 1296 available actions. In such complex environments search-based approaches will be overwhelmed by dominated actions without effective DASD. Our results for the extended action set (2 additional buttons) showed that the gap between DASD and the default grows significantly even with a modest increase in the number of available actions. Evaluation of DASD in more complex environments is future work.

In stochastic domains, one can repeatedly apply the same action to see the distribution of the outcome (Geffner and Geffner 2015). It should be able to extend DASA to stochastic domains by redefining $\text{succ}(a, s)$ as a set of possible resulting states. Applying DASA to stochastic domains (e.g. GVG-AI) is future work.
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