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Abstract

Grid pathfinding, an old AI problem, is central for the development of navigation systems for autonomous agents. A surprising fact about the vast literature on this problem is that very limited neighborhoods have been studied. Indeed, only the 4- and 8-neighborhoods are usually considered, and rarely the 16-neighborhood. This paper describes three contributions that enable the construction of effective grid path planners for extended $2^k$-neighborhoods. First, we provide a simple recursive definition of the $2^k$-neighborhood in terms of the $2^{k-1}$-neighborhood. Second, we derive distance functions, for any $k > 1$, which allow us to propose admissible heuristics which are perfect for obstacle-free grids. Third, we describe a canonical ordering which allows us to implement a version of A* whose performance scales well when increasing $k$. Our empirical evaluation shows that the heuristics we propose are superior to the Euclidean distance (ED) when regular A* is used. For grids beyond 64 the overhead of computing the heuristic yields decreased time performance compared to the ED. We found also that a configuration of our A*-based implementation, without canonical orders, is competitive with the “any-angle” path planner Theta* both in terms of solution quality and runtime.

Introduction

Grid pathfinding is one of the most well-known problems in AI. It is important because of its applications, which include robotics (Lee and Yu 2009) and videogames (Björnsson et al. 2005). Furthermore, it still captures significant attention from the community. Notably, three editions of the Grid Path Planning Competition (GPPC) have been recently held (Sturtevant et al. 2015), putting to test latest advances in the community. Notably, three editions of the Grid Path Planning Competition (GPPC) have been recently held (Sturtevant et al. 2015), putting to test latest advances in the area (Botea and Harabor 2013; Harabor and Grastien 2011; Uras, Koenig, and Hernández 2013).

Research on grid pathfinding has focused on simple 4-neighbor grids, in which cardinal movements are allowed, and 8-neighbor grids, which extend 4-neighbor movements with diagonal movements. Besides their simplicity, perhaps the main reason to focus on these grids is that good heuristics are well-known for them. Indeed, the Manhattan and Octile distances (Sturtevant and Buro 2005) are perfect heuristics for, respectively, 4- and 8-neighbor obstacle-free grids.

Although distance functions on the 16-neighborhoods have been discovered and studied by researchers of the Computer Vision community (Marchand-Maillet and Sharaiha 1997), to our knowledge, evaluations of grid pathfinding over 16-neighborhoods (e.g., Nash 2012, Aine and Likhachev 2016) have never considered these heuristics and, rather, have used the Euclidean distance (ED).

Perfect heuristics for obstacle-free grids do not only allow algorithms like A* to find solutions quickly but they are a key enabler of other techniques for grid pathfinding. One example is the approach by Uras, Koenig, and Hernández (2013), winner of the 2013 GPPC, optimal track, which relies heavily on the Octile distance to compute sub-goal graphs that are later exploited for fast pathfinding. Another example is FRIT (Rivera et al. 2014), the state-of-the-art real-time heuristic search pathfinding algorithm that uses the Octile/Manhattan distance to build an initial ideal tree.

In this paper we study grid pathfinding on the $2^k$-neighborhoods. Our first contribution is a definition of such neighborhoods. A rather notable property we prove is that the radius of the smaller square that contains the movements is given by the Fibonacci series. Furthermore, we derive a distance function for the $2^k$-neighborhood, the $2^k$-tile heuristic, and prove its correctness. Our proof and construction works for any $k$, thus generalizing the Manhattan and Octile distances, and the distance function of Marchand-Maillet and Sharaiha. Our proof, however, seems much shorter and simpler than the one given by Marchand-Maillet and Sharaiha for the 16-neighborhood. Finally, we define canonical orderings (Harabor and Grastien 2011; Sturtevant and Rabin 2016) for the $2^k$-neighborhood. These orderings are at the core of fast pathfinding algorithms.

We implemented two $2^k$-grid path planners: regular A* and A* with our canonical orderings. We evaluated them over standard benchmarks. We tested different values of $k$ and compared our $2^k$-tile heuristic with the ED. Runtime of Canonical A* scales with $k$ while this does not hold for regular A*. Our heuristics yield faster search compared to the ED, for every neighborhood with regular A*, and up to the 32-neighborhood with Canonical A*. We compared also with the any-angle path planner Theta*, and found that Theta* is outperformed by regular A* when $k = 32$.

Next we introduce background and then define the $2^k$-neighborhood. Then we derive our $2^k$-tile heuristic. We
continue proposing our canonical orderings, and finish with our empirical evaluation and conclusions.

**Pathfinding in 4- and 8-neighbor Grids**

An $m \times n$ grid, where $m$ and $n$ are positive naturals, is composed by $mn$ cells, each of which is denoted by an ordered pair $(x, y)$. In grid pathfinding we are given a grid and a set of obstacle cells in the grid, and the objective is to find a path from an initial cell $(x_0, y_0)$ to a goal cell $(x_g, y_g)$ that never goes through cell in a given set of obstacle cells. Given two integers $m$ and $n$ that are not both equal to 0, an $(m, n)$ movement is one such that, when executed in cell $(x, y)$ leads to cell $(x + m, y + n)$. An $(m, n)$ movement is executable in cell $(x, y)$ of grid $G$ if $(x+m, y+n)$ is in $G$ and no cell touched by the segment between defined by these two cells is an obstacle. A path is a sequence of cells that result from the successive application of a sequence of executable moves. The cost of an $(m, n)$ movement is $\sqrt{m^2 + n^2}$. The cost of a path is the sum of the cost of the movements in the path. Cell $(x', y')$ is the neighbor of $(x, y)$ if the former can be reached from the latter by performing one movement.

A grid $G$ is a 4-neighbor grid when the allowed movements for $(x, y)$ are those executable movements in:

$$\mathcal{M}^4 = \{(m, n) : |m| + |n| = 1\},$$

which can be interpreted as vertical and horizontal movements of cost 1. In addition, the allowed movements for an 8-neighbor grid are:

$$\mathcal{M}^8 = \{(m, n) : |m|, |n| \leq 1 \} \setminus \{(0, 0)\},$$

which extends $\mathcal{M}^4$ with diagonal movements.

Below we treat ordered pairs like vectors. As such, if $k$ is natural or real number, and $(x, y)$ is an ordered pair, then the notation $k(x, y)$ denotes the pair $(kx, ky)$. Moreover, $(x, y) + (x', y')$ denotes $(x + x', y + y')$. We say that a vector $(x, y)$ is in the first quadrant if $x, y \geq 0$. If two vectors $(x, y)$ and $(x', y')$ are in the first quadrant then we say that $(x, y) \preceq (x', y')$ if the angle with the $x$ axis formed by $(x, y)$ is smaller than or equal to that of $(x', y')$ (or, alternatively, $(x', y')$ is to the right of $(x, y)$, clockwise). Formally $(x, y) \preceq (x', y')$ iff $xy' \leq x'y$. Furthermore, $\| (x, y) \| = \sqrt{x^2 + y^2}$.

**The $2^k$-neighborhoods**

We now define the $2^k$-neighborhoods, i.e. $\mathcal{M}^{2^k}$, for any $k$. Below we define the succession $\mathcal{M}^{2^0}, \mathcal{M}^{2^1}, \ldots$ in terms of another succession $\mathcal{N}^0, \mathcal{N}^1, \ldots$, which is simpler to define. Thus for now, we focus our attention on the latter succession. Its first element, $\mathcal{N}^0$, contains the 4-neighborhood movements on the first (i.e., positive) quadrant. Therefore, $\mathcal{N}^0 = \{(0, 1), (1, 0)\}$. Now if $\mathcal{N}^i = \{a_0, \ldots, a_n\}$, $\mathcal{N}^{i+1}$ is constructed from $\mathcal{N}^i$ by inserting between each consecutive elements $a_j$ and $a_{j+1}$ the sum $a_j + a_{j+1}$. Formally,

$$\mathcal{N}^{i+1} = \langle b_0, b_1, \ldots, b_{2n} \rangle,$$

where

$$b_{2j} = a_j, \text{ when } 0 \leq j \leq n, \quad (1)$$

$$b_{2j+1} = a_j + a_{j+1}, \text{ when } 0 \leq j < n. \quad (2)$$

The first three elements of the succession are:

$$\mathcal{N}^0 = \langle (0, 1), (1, 0) \rangle \quad (3)$$

$$\mathcal{N}^1 = \langle (0, 1), (1, 1), (1, 0) \rangle \quad (4)$$

$$\mathcal{N}^2 = \langle (0, 1), (1, 2), (1, 1), (2, 1), (1, 0) \rangle \quad (5)$$

Observe that elements in $\mathcal{N}^i$ are pairwise linearly independent. This is an important property because it says that two movements are unique in the sense that they cannot be simulated by repeating other movements in the neighborhood. We can prove this fact by induction. Indeed, $\mathcal{N}^0$ is such that its two elements are linearly independent. Moreover, every new element added to $\mathcal{N}^{i+1}$ that was not in $\mathcal{N}^i$ is linearly independent from each element in $\mathcal{N}^i$, because it is the sum of two (linearly independent) elements of $\mathcal{N}^i$. We formalize this as:

**Proposition 1** If $u, v \in \mathcal{N}^i$, and there exists a $k$ such that $u = kv$, then $u = v$.

Now we give a definition for the full set of movements in terms of $\mathcal{N}$. Observe that, to generate a complete neighborhood from $\mathcal{N}^i$ we need to map every movement to all four quadrants. As a result, for the orthogonal movements $(0, 1)$ and $(1, 0)$, we generate two new movements $((0, -1)$ and $(−1, 0)$ while each non-orthogonal $(x, y)$ generates 3 additional movements that correspond to changing the signs of $x$ and $y$. In short, for every natural $i$, we define:

$$\mathcal{M}^{2^{2i}} = \{(kx, k'y) \mid (x, y) \in \mathcal{N}^i \text{ and } k, k' \in \{-1, 1\}\}$$

(6)

**Proposition 2** The cardinality of $\mathcal{M}^{2^k}$ is $2^k$, for every $k \geq 2$.

**Proof:** Observe that $|\mathcal{N}^0| = 2$ and that $|\mathcal{N}^{i+1}| = 2|\mathcal{N}^i| - 1$, which is a recurrence equation whose solution is $|\mathcal{N}^i| = 2^i + 1$. The size of $\mathcal{M}^{2^{2i}}$ is $4(|\mathcal{N}^i| - 2) + 4$ because there are 4 orthogonal movements and non-orthogonal movements need to be considered 4 times. This yields $|\mathcal{M}^{2^{2i}}| = 2^{2i+1}$.

A property of our definition is that the size of the smallest square in which all movements in $\mathcal{N}^i$ can be circumscribed

---

1For diagonal movements sometimes another definition is adopted. More on this in our experimental section.
grows exponentially (see Figure 1). Specifically, the radius of the square, defined as the largest of all coordinates of the movements of the region, grows like the Fibonacci series.

To establish this result let us define $Fib(i) = Fib(i-1) + Fib(i-2)$ for $i > 1$ and $Fib(0) = Fib(1) = 1$.

**Theorem 1** Let $\ell^i$ be the largest coordinate among all of the pairs in $N^i$ then $\ell^i = Fib(i)$.

To simplify notation, below we use $N_k$ to denote the element in position $k$ of sequence $N$, where $k$ may take values from 0 to $|N| - 1$; that is, the first position of $N$ is $N_0$.

To prove Theorem 1, we first observe that Equation 2 entails that $N^i_k = N^{i-1}_{(k-1)/2} + N^{i-1}_{(k+1)/2}$, when $k$ is an odd number. In addition, observe that $(k + 1)/2$ and $(k - 1)/2$ are consecutive and thus one of them is an even number. Therefore, if $(k + 1)/2$ is even, then, via Equation 1:

$$N^i_k = N^{i-1}_{(k-1)/2} + N^{i-1}_{(k+1)/2}.$$  (7)

Otherwise, if $(k - 1)/2$ is even:

$$N^i_k = N^{i-1}_{(k+1)/2} + N^{i-1}_{(k-1)/2}.$$  (8)

The proof of for Theorem 1 is straightforward from the following two lemmata.

**Lemma 1** Each coordinate of any pair in $N^i$ is lower or equal to $Fib(i)$.

**Proof:** By induction on $i$, we verify by inspection that this is true in the base case ($i = 0$). Assume the property holds for every $i \in \{1, \ldots, n - 1\}$. Now, we prove that for every $k$, $N^i_k \leq Fib(n)$. Indeed, assume $k$ is even. Then $N^i_k = N^{i-1}_k$. By the inductive hypothesis, $N^{i-1}_k \leq Fib(n - 1)$ and therefore we conclude $N^i_k \leq Fib(n)$, because $Fib$ is non-decreasing.

Now assume $k$ is odd. Then we have two cases (Equations 7 and 8) which are proven analogously. The proof follows in the same way for both cases so we simply assume:

$$N^i_k = N^{i-1}_{(k-1)/2} + N^{i-1}_{(k+1)/2}.$$  (9)

By the induction hypothesis and the definition of $Fib$,

$$N^i_k \leq Fib(n - 1) + Fib(n - 2) = Fib(n),$$

which concludes the proof.

**Lemma 2** Let $F_i$ be the succession defined by $F_0 = 0$, and $F_i = 2F_{i-1} + (-1)^{i-1}$, for $i > 0$. Then the second coordinate of $N^i_p$ equals $Fib(i)$, for every $i$.

**Proof:** The first observation is that $F_i$ is formed by adding or subtracting 1 to an even number ($2F_{i-1}$) and thus is odd, for every $i > 0$. Now the proof proceeds by induction on $i$. Note that for the base case ($i = 0$) the property holds. Assume the property holds for every $i \in \{1, \ldots, n - 1\}$. Now we prove it also holds for $n$.

We now have two cases: $n$ is even and $n$ is odd. We focus only on the former case because the proof for the latter is analogous.

Because $n$ is even, $F_n = 2F_{n-1} - 1$ and $(F_n + 1)/2 = F_{n-1}$ is odd. In addition,

$$\frac{F_n - 1}{4} = \frac{F_{n-1} - 1}{2} = \frac{2F_{n-2} + 1 - 1}{2} = F_{n-2}.$$  

Now we use Equation 8 to write:

$$N^i_k = N^{i-1}_{F_{i-1}} + N^{i-2}_{F_{i-2}}.$$  (10)

With the inductive hypothesis and the definition of $Fib$ we obtain the desired result. ■

**A Distance for the $2^k$-Neighborhood**

In grid path finding it is essential to use a good heuristic. In 4- and 8-neighbor grids, good heuristics are actually distances because they correspond to the shortest path that can be traversed between an arbitrary location and the goal location, ignoring any obstacles.

So now we focus on answering a more general question: Given an arbitrary $i$, what is the cost of the shortest path between $(0, 0)$ and $(x, y)$ when only movements in $N^i$ can be applied?

The problem can be formalized as an Integer Program (IP). Indeed, if $N^i = \{v_0, \ldots, v_n\}$, we want to solve the following IP, $P^i$:

Minimize $\sum_{i=0}^{n} \alpha_i \|v_i\|$ \hspace{1cm} (11)

subject to:

$$\sum_{i=0}^{n} \alpha_i v_i = (x, y), \quad \alpha_i \geq 0, \quad \text{for every } i \in \{0, \ldots, n\},$$  \hspace{1cm} (12)

where each $\alpha_i$ is an integer variable that intuitively represents how many times movement $v_i$ is applied.

Below we prove that the linear-programming (LP) relaxation of $P^i$ has always an integer solution. Before proving such a result, we turn our attention to the LP relaxation of $P^i$, that we denote $P^i_{LP}$, studying its properties and solution.

**A Solution to $P^i_{LP}$**

Our first result establishes that we can focus on a simpler, two-variable problem instead of the original $n$-variable problem.

**Theorem 2** Assume $\{v_0, \ldots, v_n\}$, and let $j$ be such that $a_j \leq (x, y) \leq a_{j+1}$. Then $P^i_{LP}$ is equivalent to $P_{LP}$, defined as:

Minimize $\alpha_j \|v_j\| + \alpha_{j+1} \|v_{j+1}\|$ \hspace{1cm} (13)

subject to:

$$\alpha_j v_j + \alpha_{j+1} v_{j+1} = (x, y),$$  \hspace{1cm} (14)
Proof: Assume that the optimal solution to $P_{LP}^i$ is an assignment, $\sigma$, to all variables $\alpha_i$ such that $\sigma(\alpha_k) > 0$, for some $k$ such that $k < j$. (The same proof below can be slightly modified to accommodate the case in which $k > j + 1$, but we omit this for simplicity.) Now consider the curve formed by putting all vectors $v_i$ one after the other, with $v_k$ put first. Because the curve ends in $(x, y)$ and starts in $(0, 0)$, it must intersect the ray generated by vector $v_j$. This curve can then be “split” into two parts: the part that goes before such an intersection, and the part that goes after the intersection. Moreover, there is one of the vectors that crosses the ray of $v_j$, and such a vector cannot be $v_k$. Let us assume this vector is $v_T$.

Now we formalize the fact that the sum can be separated in two parts, one containing the vectors before the intersection; the other, containing the vectors after it. This means $(x, y)$ can be expressed as the sum of vectors whose indices are in two disjoint sets: $A^−$ and $A^+$, representing, respectively the vectors before and after the intersection. Note that $A^−$ is non-empty since it must contain $k$. Furthermore, for some positive value $m$ and some non-negative value $\beta \leq \alpha_T$ we have that:

$$\sum_{\ell \in A^-} \alpha_\ell v_\ell + \beta v_T = m v_j, \quad \text{for some } m$$

$$m v_j + (\alpha_T - \beta) v_T + \sum_{\ell \in A^+} \alpha_\ell v_\ell = (x, y)$$

Note that Equation 16 yields a different assignment, say $\alpha'$, that satisfies all constraints of $P_{LP}^i$ and which assigns to 0 all $\alpha_i$ such that $i \in A^-$. Furthermore $D(\alpha') < D(\alpha)$. Indeed, this new assignment has replaced a curve of the original solution by a straight line.

The argument above can be used with any assignment that uses vectors whose index is either lower than $j$ or greater than $j + 1$. We conclude therefore that the optimal solution must be such that $\alpha_i = 0$, for every $i$ such that $0 \leq i < j$ or such that $j + 1 < i \leq n$. Therefore, the solution to $P_{LP}^i$ is equivalent to that of $P_{LP}^0$.

Observe, finally that $P_{LP}^i$ has only one feasible assignment yielded by the solution to Equation 14, which must be such that both $\alpha_j$ and $\alpha_{j+1}$ be positive. \[Q.E.D.\]

Given Theorem 2, a solution to $P_{LP}^i$ can be computed very easily since $P_{LP}^i$ has only one feasible point. Specifically, this is the assignment to $\alpha_j$ and $\alpha_{j+1}$ that solves the system of two linear equations of Equation 14. Observe also that the solution to $P_{LP}^i$ can therefore be computed in constant time.

The following result finally establishes that a solution to $P_{LP}^i$ has an integer solution, for every $i \geq 0$, and therefore that it is a solution for $P^i$.

**Theorem 3** $P_{LP}^i$ has an integer optimal solution, for every $i \geq 0$.

**Proof:** We prove that the values for $\alpha_j$ and $\alpha_{j+1}$ that satisfy Equation 14, are integer, for every $i$. The proof is by induction on $i$. For the base case, observe that for $i = 0$ the solution is $\alpha_j = x$ and $\alpha_{j+1} = y$, and thus integer.

Now we assume that the solution for $P_{LP}^i$ is integer. Let us assume that Equation 14 for $P_{LP}^{k+1}$ is:

$$\alpha_j v_j + \alpha_{j+1} v_{j+1} = (x, y),$$

Because $v_j$ and $v_{j+1}$ are consecutive pairs in $\mathcal{N}^{k+1}$, one of them is in $\mathcal{N}^k$ whereas the other is the sum of two elements in $\mathcal{N}^k$. Without loss of generality, let us assume the former is $v_{j+1}$ and that the latter is $v_j$. Then we can rewrite Equation 17 as $\alpha_j v_{j-1} + \alpha_j v_{j+1} + \alpha_{j+1} v_{j+1} = (x, y)$, or equivalently:

$$\alpha_j v_{j-1} + (\alpha_j + \alpha_{j+1}) v_{j+1} = (x, y),$$

where $v_{j-1}, v_{j+1} \in \mathcal{N}^k$. Now we use the inductive hypothesis to conclude that the system of equations given by (18) has an integer solution; hence $\alpha_j$ and $\alpha_j + \alpha_{j+1}$ are integer, which ultimately implies $\alpha_{j+1}$ is integer too.

The following result is straightforward from Theorem 3. We infer our heuristics and canonical orderings from there.

**Corollary 1** Assume $\mathcal{N}^{k-2} = \langle v_0, \ldots, v_m \rangle$, and that cell $(x, y)$ is in the positive quadrant. Furthermore, let $j$ be such that $v_j \preceq (x, y) \preceq v_{j+1}$. Then $(x, y)$ can be reached optimally from $(0, 0)$ on the $2^k$-neighborhood using an integer combination of $v_j$ and $v_{j+1}$.

**The $2^k$-Tile Heuristic for $2^k$-Grids**

From Theorems 2 and 3, we obtain the following algorithm that computes length of the optimal path to a point $(x, y)$ in a $2^k$-connected neighborhood, assuming $\mathcal{N}_{k-2} = \langle v_0, \ldots, v_m \rangle$:

1. Determine $j$ such that $v_j \preceq (x, y) \preceq v_{j+1}$. This can be done by iterating over the elements of $\mathcal{N}_{k-2}$. This can be checked efficiently using a binary search scheme.

2. Solve the system of two linear equations given by Equation 17, and return $\alpha_j \|v_j\| + \alpha_{j+1} \|v_{j+1}\|$.

Algorithm 1 shows heuristics for some $2^k$-neighborhoods.

**Canonical Orderings for $2^k$**

We have formally characterized the $2^k$-neighborhoods and given admissible heuristics which are perfect for obstacle-free grids. Yet an important issue of $2^k$—neighborhoods is the increase in branching factor, which is exponential with $k$. By just observing this fact one might, at first sight, discard an A*- implementation of $2^k$—neighborhoods. Indeed, with each A* expansion we would need to generate $2^k$ successors, many of which potentially have to be added to the Open list, incurring in much overhead.

Nevertheless an opposing and quite interesting observation is that in obstacle-free $2^k$—grids, the number of optimal paths between two cells may decrease exponentially as $k$ increases. To see this, let us consider the number of paths between $(0, 0)$ and $(4, 2)$. When $k = 2$ (4-neighborhood), we reach $(4, 2)$ with any sequence of moves that has 4 vertical moves and 2 horizontal moves, yielding $4!2! = 48$ paths. When $k = 3$ (8-neighborhood), we require 2 diagonal (1,1)
movements plus 2 vertical movements, yielding $\frac{4!}{2!2!} = 6$ optimal paths. Finally, when $k \geq 4$ there is only one optimal path with two $(2,1)$ moves.

Thus even though the branching factor increases exponentially with $k$, the number of optimal paths between two points may decrease exponentially with $k$. Therefore, at least at a theoretical level, it is not obvious that increasing $k$ should degrade performance of a standard $A^*$.

But recent developments in 8-neighbor grid pathfinding can also be leveraged for the $2^k$-neighborhoods. Canonical orderings—recently described by Sturtevant and Rabin (2016), but originally underlying in the Jump Point Search (JPS) (Harabor and Grastien 2011; 2014) algorithm—is one of these. A canonical ordering is a total order between paths on an 8-neighbor obstacle-free grid where paths that have diagonal movements first are preferred to those that use diagonal movements later.

Sturtevant and Rabin (2016) showed how to incorporate the notion of canonical orderings within best-first search ($A^*$, in particular) for 8-neighbor grids. In summary, there are two elements that need to be incorporated. First, we distinguish between two types of nodes: bidimensional and unidimensional. The former nodes may generate successors in more than one direction, whereas the latter may only generate one successor in a single direction. The initial state of the search is a bidimensional node that has 8 successors. To make the description more precise, a bidimensional node $(x + d, y + d)$ whose parent is $(x, y)$ (thus, $d \in \{-1, 1\}$) may expand nodes $(x + 2d, y + 2d)$, $(x + d, y + 2d)$ and $(x + 2d, y + d)$. The first is a bidimensional node, whereas the latter two are set to be unidimensional. Furthermore, if $(x + d, y)$ is a unidimensional node whose parent is $(x, y)$ (thus, $d \in \{-1, 1\}$) may expand only $(x + 2d, y)$ and such a successor is set as unidimensional. The description is analogous for unidimensional the form $(x, y + d)$. If $(x', y')$ is the successor of $(x, y)$ following the rules described above, we say that $(x', y')$ is a canonical successor of $(x, y)$.

The second element that needs to be incorporated are jump points. These are certain cells in the grid which, if expanded, have to be considered as bidimensional, even if they were generated by a unidimensional node. More generally, these are nodes that have forced successors; that is, they will generate successors that do not follow the rules imposed by the canonical order. Forced successors are required to preserve completeness. In the proximity of an obstacle, it may happen that a cell is not the canonical successor of any cell and thus we must guarantee such a cell is generated by some other reachable cell. Formally, a node $(x', y')$ is a forced successor of $(x, y)$ if $(1) (x', y')$ is a successor of $(x, y)$ and $(2) (x', y')$ is not a canonical successor of any other node $(x'', y'')$. The geometric conditions under which a cell is set to be a jump point are described in detail by Sturtevant and Rabin (2016).

Canonical $A^*$, the version of $A^*$ that results from imposing canonical successors, has the interesting advantage that average branching factor is reduced, and, moreover, because of the ordering, each cell can only be generated once which also has an impact on performance (because, potentially, the number of times a state may enter the Open list is reduced).

Defining a canonical ordering for $2^k$ is surprisingly simple. This is because by Corollary 1 we know that each cell in the obstacle-free grid is reached optimally by applying only two types of moves from $N^{k-2}$, $v_j$ and $v_{j+1}$, for some $j$. To define a canonical ordering we simply need to define which of these movements we prefer. To subsume the definition for 8-neighbor grids, we prefer to use first the movement whose subindex is an odd number. Observe that this means we prefer $(1, 1)$ over $(1, 0)$ on 8-connected grids.

Given this canonical ordering it is simple to define canonical successors in a manner that is analogous to 8-neighbor grids. Indeed, there are two types of nodes: unidimensional and bidimensional. The initial state is a bidimensional node with $2^k$ successors. Like above, unidimensional nodes may expand a single node in the direction from which they where expanded. A bidimensional node $(x, y)$ that was expanded by applying movement $v_j$ in $N^{k-2}$ (we restrict to the positive quadrant for simplicity) may expand only 3 successors $(x, y) + v_j$, $(x, y) + v_{j-1}$, and $(x, y) + v_{j+1}$, where the first is a bidimensional node and the 2 following are unidimensional nodes. An important observation is that

---

**Algorithm 1:** Heuristics for the 8-, 16-, and 32-neighborhoods

1. function $h_8(x, y)$
2. if $x > y$ then swap $x$ and $y$
3. return $(y - x) + \sqrt{2}x$

4. function $h_{16}(x, y)$
5. if $x > y$ then swap $x$ and $y$
6. if $2x < y$ then
7. return $(y - 2x) + \sqrt{2}x$
8. else
9. return $\sqrt{2}(y - x) + \sqrt{2}(2x - y)$

10. function $h_{32}(x, y)$
11. if $x > y$ then swap $x$ and $y$
12. if $2x < y$ then
13. return $(y - 3x) + \sqrt{3}x$
14. else if $2x < 2y$ then
15. return $\sqrt{2}(y - 3x) + \sqrt{2}(3x - y)$
16. else if $3x < 2y$ then
17. return $\sqrt{3}(x - y) + \sqrt{3}(2x - y)$
18. else
19. return $\sqrt{3}(y - x) + \sqrt{3}(3x - 2y)$
Empirical Findings

The objective of our evaluation was threefold. First, we wanted to investigate the impact of using $2^k$-neighbor grids in pathfinding with A*, the most standard heuristic search algorithm, comparing the performance of the $2^k$-tile heuristic with the Euclidean heuristic. Second, we wanted to investigate the impact of using canonical orders in pathfinding with A*, the most standard heuristic search algorithm, comparing the performance of the $2^k$-tile heuristic and A* with Euclidean heuristic.

With A* in $2^k$-neighbor grids, and to compare regular A* with canonical A*, third, we wanted to do a preliminary study on the performance of Theta* (Daniel et al. 2010) and pathfinding with $2^k$-neighbor grids.

All algorithms have a common code base and use a standard binary heap for Open. All experiments were run on a 2.60GHz Intel Core i7 under Linux.

We used maps from the MovingAI repository (Sturtevant 2012). Specifically, we used five Starcraft maps of size 1024 $\times$ 1024 cells (Cauldron, Expedition, Octopus, PrimevalIsles and TheFrozenSea), all 75 maps of size 512 $\times$ 512 from the video game Baldur’s Gate (BG) and all 36 maps of size 512 $\times$ 512 maps from the video game World of Warcraft III (WC3). For each Starcraft map we generated 150 random solvable problems. For each BG and WC3 map we generated 50 random solvable problems. We present averages of 750 problems on Starcraft ($256 \times 256$), 500 problems on BG ($256 \times 256$), and 1800 problems on WC3 ($256 \times 256$).

Table 1 shows the average solution cost (Cost), agent moves (Mov), cell expansions (Exp) and runtime (Time) of regular A* for different neighborhoods. We evaluated six values for $2^k$: 4, 8, 16, 32, 64 and 128. The expansions, percolations, and runtime are shown for A* with the $2^k$-tile heuristic and A* with Euclidean heuristic. We make the following observations:

- Solution cost improves when $k$ increases in all three benchmarks. The improvements are marginal as $k$ increases over 5 (32-neighborhood).
- The runtime increases with $k$ in all three benchmarks. This can be explained by the larger branching factor.
- A* runs faster using the $2^k$-tile heuristic than using the Euclidean heuristic, for every $k$. Nonetheless, for $k \geq 8$ (256-neighborhood) A*, used with ED is slightly faster due to the overhead in computing our heuristic.

Table 2 shows cell expansions, heap percolations and runtime of A* with canonical orders for the two heuristics.
With both, runtime increases smoothly. We can observe that Canonical A* is more efficient than regular A*, especially for higher values of $k$. Here, the $2^k$-tile heuristic is more efficient than the Euclidean heuristic up to $k = 5$ (32-Neighborhood), for higher values of $k$, the opposite happens. This can be explained by the overhead to compute the heuristics. In regular A*, the overhead of cell expansions dominate the overhead to calculate the heuristics. In Canonical A*, the overhead of cell expansions is reduced drastically. Figure 3 shows in the Starcraft maps, how the runtime increases when the amount of neighbor increases.

Finally, we implemented $2^k$-neighborhood on top of the regular A* code used in (Uras and Koenig 2015) (Code available at: http://idm-lab.org/anyangle). The original code was used to evaluated any-angle search algorithms. We compared Theta* with the octile distance as heuristic with regular A* with the $2^k$-tile heuristic with different neighborhoods on the Dragon Age: Origins maps. We used the scenarios of the MovingAI repository as test cases. The main observation is that from $2^k = 32$, the solution cost returned by regular A* is better than the solution cost returned by Theta*, and for $2^k = 32$, regular A* is 1.37 times faster than Theta*. For higher values of $2^k$, regular A* is slower than Theta*.

### Summary and Perspectives

We presented three key contributions towards the construction of effective grid path planners on the $2^k$-neighborhood. First, we formally define the $2^k$-neighborhood; second, we propose the $2^k$-tile heuristic, and third, we define canonical orderings. We show that, indeed, using larger neighborhoods yields better solutions with a small sacrifice in runtime. Moreover, we showed that our Regular A* implementation is competitive with Theta*, a state-of-the-art sub-optimal any-angle path planner.

This research opens the door to future work that could investigate the use of $2^k$-neighborhoods in any-angle incremental search, a problem relevant in robotics, and could compare its performance with optimal any-angle path planners such as Anya (Harabor et al. 2016). Integration of these techniques into state-of-the-art subgoaling techniques and jump point search, which currently yield very fast planners, is also a promising avenue of research.
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