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Abstract
Answer Set Programming (ASP) is a well-established formalism for nonmonotonic reasoning. While incoherence, the non-existence of answer sets for some programs, is an important feature of ASP, it has frequently been criticised and indeed has some disadvantages, especially for query answering. Paracoherent semantics have been suggested as a remedy, which extend the classical notion of answer sets to draw meaningful conclusions also from incoherent programs. In this paper we present an alternative characterization of the two major paracoherent semantics in terms of (extended) externally supported models. This definition uses a transformation of ASP programs that is more parsimonious than the classic epistemic transformation used in recent implementations. A performance comparison carried out on benchmarks from ASP competitions shows that the usage of the new transformation brings about performance improvements that are independent of the underlying algorithms.

1 Introduction
Knowledge Representation and Reasoning are a core topic in Artificial Intelligence and in the past decades, major progress has been achieved. In the subarea of nonmonotonic reasoning, Answer Set Programming (ASP) has become the primarily used formalism (cf. (Brewka, Eiter, and Truszczyński 2011; Gebser et al. 2012)). ASP offers a declarative language and allows for solving difficult, usually NP-hard, problems by encoding them as a logic program and computing its answer sets, which encode the problem solutions. The availability of efficient solvers has leveraged a large variety of applications (Gaggl et al. 2015; Manna, Ricca, and Terracina 2015; Amendola et al. 2016a; Dodaro et al. 2016; Amendola et al. 2016c), including industrial ones (Grasso et al. 2011).

One important, but in some circumstances peculiar, feature is that some logic programs have no answer sets. While this is sometimes desired for encoding problems that admit no solutions, it is sometimes perceived as detrimental, especially when dealing with query answering. Addressing this issue, paracoherent semantics based on answer sets have been proposed to draw meaningful conclusions also from incoherent programs (Amendola et al. 2016b). The term paracoherent has been chosen to highlight both similarities and differences to paraconsistent semantics: their goal is similar, but the latter addresses classical logical contradictions, while the former addresses contradictions due to unstratified (“cyclic”) negation.

Practical applications of these paracoherent semantics hinge on the availability of efficient algorithms and implementations. There is a vast potential of applications, the most immediate ones being debugging of ASP and incoherence-tolerant query answering. But also applications in diagnosis, planning, and reasoning about actions are conceivable (Amendola et al. 2016b).

So far, we are aware of only one very recent attempt on providing efficient reasoning support for paracoherent semantics. The work presented in (Amendola et al. 2017) relies on the epistemic transformation of ASP programs underlying the theoretical foundations of the semantics (Amendola et al. 2016b), and constructs a few algorithms around it that build upon existing ASP solvers. The fact that this method relies on the epistemic transformation introduces considerable overhead, though. Indeed, it creates so many auxiliary atoms and additional rules that the system described in (Amendola et al. 2017) often does not terminate or even runs out of memory.

In this paper we present an alternative characterization of paracoherent answer sets in terms of (extended) externally supported models. The definition is based on a new transformation of the program that is more parsimonious than the classical one in terms of the number of additional atoms and the number of new rules. This transformation can be used in place of the epistemic transformation in existing solving algorithms without requiring any other modification. An empirical performance comparison on benchmarks from ASP competitions shows that significant performance improvements can be obtained by using the new transformation, and the advantages are independent of the used algorithms and underlying ASP solvers.

2 Preliminaries
We start with recalling the basic notions of answer set semantics, and then present the semi-stable and semi-equilibrium paracoherent semantics.

We concentrate on programs over a propositional signature $\Sigma$. A rule $r$ is of the form
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where all \(a_i, b_j\) and \(c_k\) are atoms (from \(\Sigma\)); \(l, m, n \geq 0\), and \(l + m + n > 0\); not represents negation-as-failure. The set \(H(r) = \{a_1, \ldots, a_i\}\) is the head of \(r\), while \(B^+(r) = \{b_1, \ldots, b_m\}\) and \(B^-(r) = \{c_1, \ldots, c_n\}\) are the positive body and the negative body of \(r\), respectively; the body of \(r\) is \(B(r) = B^+(r) \cup B^-(r)\). If \(B(r) = \emptyset\), then we omit \(-\); and if \(B^-(r) = \emptyset\), then \(r\) is positive. A program \(P\) is a finite set of rules. \(P\) is called positive if each \(r \in P\) is positive.

Any set \(I \subseteq \Sigma\) is an interpretation; it is a model of a program \(P\) (denoted \(I \models P\)) iff for each rule \(r \in P\), \(I \cap H(r) \neq \emptyset\) whenever \(B^+(r) \subseteq I\) and \(B^-(r) \cap I = \emptyset\) (denoted \(I \models r\)). A model \(M\) of \(P\) is called minimal iff no model \(M' \subset M\) of \(P\) exists.

Given an interpretation \(I\), we denote by \(P^I\) the well-known Gelfond-Lifschitz reduct (Gelfond and Lifschitz 1991) of \(P\) w.r.t. \(I\), that is the set of rules \(a_1 \lor \ldots \lor a_l \leftarrow b_1, \ldots, b_m, \) obtained from rules \(r \in P\) of form (1), such that \(B^-(r) \cap I = \emptyset\). A model \(M\) of \(P\) is called answer set (or stable model) of \(P\), if \(M\) is a minimal model of \(P^M\). We denote by \(AS(P)\) the set of all answer sets of \(P\). We say that \(P\) is consistent, if it admits some model, otherwise it is inconsistent; whereas it is coherent, if it admits some answer set, otherwise, it is incoherent.

In the following, we will also use choice rules (Simons, Niemelä, and Soininen 2002) of the form \(\{a\}\), where \(a \in \Sigma\). A choice rule \(\{a\}\) can be viewed as a syntactic shortcut for the rule \(a \lor \neg a\), where \(a\) is a fresh new atom not appearing elsewhere in the program, meaning that the atom \(a\) can be chosen as true. Note that ASP solvers do normally not create any auxiliary symbols for choice rules.

Next, we introduce two paracoherent semantics. The first one is known as semi-stable model semantics and was introduced by (Sakama and Inoue 1995). We consider an extended signature \(\Sigma^E = \Sigma \cup \{Ka: a \in \Sigma\}\). Intuitively, \(Ka\) can be read as \(a\) is believed to hold. The semi-stable models of a program \(P\) are obtained from its epistemic \(\kappa\)-transformation.

**Definition 1** (Epistemic \(\kappa\)-transformation \(P\kappa\)). Let \(P\) be a program. Then its epistemic \(\kappa\)-transformation is defined as the program \(P\kappa\) obtained from \(P\) by replacing each rule \(r\) of the form (1) in \(P\), such that \(B^+(r) \neq \emptyset\), with:

\[
\lambda_{e, 1} \lor \ldots \lor \lambda_{e, l} \lor Kc_{1} \lor \ldots \lor Kc_{n} \leftarrow b_{1}, \ldots, b_{m}; \tag{2}
\]

\[
a_i \leftarrow \lambda_{e, i}; \tag{3}
\]

\[
\lambda_{e, j} \leftarrow \lambda_{e, j}; \tag{4}
\]

\[
\lambda_{e, k} \leftarrow a_i, \lambda_{e, k}; \tag{5}
\]

for \(1 \leq i, k \leq l\) and \(1 \leq j \leq n\), where the \(\lambda_{e, i}\) are fresh atoms.

Given an interpretation \(I^\kappa\) over \(\Sigma^E \supseteq \Sigma^k\), let \(\mathcal{G}(I^\kappa) = \{Ka \in I^\kappa: a \not\in I^\kappa\}\) denote the atoms believed true but not assigned true, also referred to as the gap of \(I^\kappa\). Given a set \(\mathcal{F}\) of interpretations over \(\Sigma^E\), an interpretation \(I^\kappa \in \mathcal{F}\) is maximal canonical in \(\mathcal{F}\), if no \(J^\kappa \in \mathcal{F}\) exists such that \(\mathcal{G}(I^\kappa) \supseteq \mathcal{G}(J^\kappa)\). For \(mc(\mathcal{F})\) we denote the set of maximal canonical interpretations in \(\mathcal{F}\). Semi-stable models are then defined as maximal canonical interpretations among the answer sets of \(P\kappa\), and the set of all semi-stable models of \(P\) is denoted by \(SST(P)\), i.e., \(SST(P) = \{S \cap \Sigma^E | S \in mc(AS(P\kappa))\}\).

The second one is called semi-equilibrium model semantics and was introduced by (Amendola et al. 2016b) to amend anomalies in semi-stable model semantics. Semi-equilibrium models may be computed as maximal canonical answer sets of an extension of the epistemic \(\kappa\)-transformation.

**Definition 2** (Epistemic \(HT\)-transformation \(PHT\)). Let \(P\) be a program over \(\Sigma\). Then its epistemic \(HT\)-transformation \(PHT\) is defined as the union of \(P\kappa\) with the set of rules:

\[
Ka \leftarrow a, \tag{6}
\]

\[
Ka_1 \lor \ldots \lor Ka_l \lor Kc_{1} \lor \ldots \lor Kc_{n} \leftarrow Kb_{1}, \ldots, Kb_{m}, \tag{7}
\]

for \(a \in \Sigma\), respectively for every rule \(r \in P\) of the form (1).

Then, the set of all semi-equilibrium models is given by \(\{M \cap \Sigma^E | M \in mc(AS(PHT))\}\) and is denoted by \(SEQ(P)\).

In the following, we refer to semi-stable models or semi-equilibrium models as paracoherent answer sets.

### 3 Minimal Externally Supported Models

In this section, we introduce an alternative view on the previous paracoherent answer set semantics, that will have a strong impact on the computation of paracoherent answer sets. To this end, will focus our attention on the concept of supported atom, and we will show that both semi-stable and semi-equilibrium semantics can be expressed in terms of external supports.

Let \(P\) be a program over \(\Sigma\). We consider an extended signature \(\Sigma^E = \Sigma \cup \{sa: a \in \Sigma\}\), where each \(sa\) is a new atom, called support atom. For each rule \(r \in P\) of the form (1), we build a new rule \(r^s\) as follows:

\[
a_1 \lor \ldots \lor a_l \leftarrow b_1, \ldots, b_m, \not\in a_1, \ldots, \not\in c_n; \tag{8}
\]

Moreover, for each support atom \(sa\), corresponding to a negated body atom \(c\), we build the choice rule

\[
\{sc\}. \tag{9}
\]

Intuitively, these two kinds of rules mean that we consider each possible external support for each negated atom of the original program. Note that, as the support atoms in rule (8) appear only in the negated body (under the default negation), if no support atom is chosen from the set of rules of the form (9), then we obtain the original rule. We refer to the resulting program as the externally supported program with respect to \(P\), denoted by \(P^s\).

Finally, we also consider a program \(P^{es}\) obtained by extending \(P^s\) with the support distribution rules, defined as follows. For each rule \(r \in P\) of the form (1), we consider a new rule \(r^d\) as

\[
sa_1 \lor \ldots \lor sa_l \lor sc_1 \lor \ldots \lor sc_n \leftarrow sb_1, \ldots, sb_m, \not\in a_1, \ldots, \not\in a_l, \not\in c_1, \ldots, \not\in c_n; \tag{10}
\]

We call \(P^{es} = P^s \cup \{r^d : r \in P\}\) the extended externally supported program with respect to \(P\).

Intuitively, the support distribution rules allow to give a support to an atom of the original program starting from
an external support atom, only if that atom has not a support in the original program. E.g., consider the trivial program $P_t = \{a\}$, stating that $a$ has a support in $P_t$. The extended externally supported program is $P^{es}_t = \{a; sa \leftarrow not a\}$. Since $a$ has a support in $P^{es}_t$, there is no reason to give an external support to $a$, so that $sa$ is not derived.

Similarly to the epistemic $\kappa$-transformation and the epistemic $HT$-transformation, the existence of a classical model of the original program implies the existence of an answer set in the (extended) externally supported program.

**Theorem 1.** Let $P$ be a consistent program. Then, $P^x$ and $P^{es}$ are coherent programs.

Given an interpretation $I$ over $\Sigma^x$ and an interpretation $J$ over $\Sigma^x$, we denote by $s(I)$ the set $\{sa: sa \in I\}$ of all support atoms in $I$, and by $k(J)$ the set $\{Ka: Ka \in J\}$ of all believed true atoms in $J$, respectively.

**Definition 3 (Minimal Externally Supported Models).** Let $P$ be a consistent program, and let $M$ be an answer set of $P^x$ [resp., $P^{es}$]. We say that $M$ is a minimal externally supported model [resp., minimal extended externally supported model] of $P$, if there is no answer set $M'$ of $P^x$ [resp., $P^{es}$] s.t. $s(M') \subset s(M)$. We denote by $MES(P)$ [resp., $MEES(P)$] the set of all minimal externally supported models [resp., minimal extended externally supported models] of $P$.

**Theorem 2.** Let $P$ be a coherent program. Then, $AS(P) = MES(P) = MEES(P)$.

**Proof.** Let $A \in AS(P)$ be an answer set of $P$, since $s(A) = \emptyset$ it holds that $A \models r$ for all $r \in P^x$ (resp. $r \in P^{es}$) (note that any additional rule of the form (9) and (10) is trivially satisfied since all support atoms are false in $A$), thus $A \in AS(P^x)$ (resp. $A \in AS(P^{es})$)). Consequently (by Definition 3) we have that $A \in MES(P)$ (resp. $A \in MEES(P)$), i.e. $AS(P) \subseteq MES(P)$ (resp. $AS(P) \subseteq MEES(P)$). On the other hand, since for all $A \in AS(P)$ it holds that $s(A) = \emptyset$, there is no $A' \in AS(P^x)$ (resp. $A' \in AS(P^{es})$) such that $A' \not\in AS(P)$ and $s(M') \subset s(M)$, i.e. $MES(P) \subseteq AS(P)$ (resp. $MEES(P) \subseteq AS(P)$).

However, in general, the three semantics are very different, as shown by the following example.

**Example 1.** Consider the following incoherent program $P = \{a \leftarrow not b; b \leftarrow a, not c; c \leftarrow b; d \leftarrow c\}$. The externally supported program with respect to $P$ is $P^x = \{a \leftarrow not b, not sb; b \leftarrow a, not c, not sc; c \leftarrow b; d \leftarrow c; \{sb\}; \{sc\}\}$. The answer sets of $P^x$ are $M_1 = \{sb\}$, $M_2 = \{a, sc\}$ and $M_3 = \{sb, sc\}$. However, $M_3$ is not a minimal externally supported model of $P$ as, for instance, $s(M_3) = M_3$ strictly contains $s(M_1) = M_1$. Therefore, $MES(P) = \{M_1, M_2\}$. Instead, the extended externally supported program with respect to $P$ is $P^{es} = P^x \cup \{sa \leftarrow not a, not b; sb \leftarrow not sb; sc \leftarrow not sc\}$. The answer sets of $P^{es}$ are $M_4 = \{a, sc, sd\}$ and $M_3 = \{sb, sc, sd\}$. Note that $M_3$ is not a minimal extended externally supported model of $P$, because $s(M_4) = \{sc, sd\} \subset s(M_3) = M_3$. Therefore, $MEES(P) = \{M_4\}$.

The $MES$-semantics is similar to the semi-stable one. Indeed, informally, each minimal externally supported model corresponds to a semi-stable model that has the same true atoms and the same false atoms (once supporting atoms are ignored). The next theorems provide a formal result.

**Theorem 3.** Let $P$ be a program, and let $M \in MES(P)$. Then, there exists $M' \in SST(P)$, such that (i) $M' \setminus s(M) = M' \setminus \kappa(M')$, (ii) if $sa \in M$, then $Ka \in M'$; and (iii) if $Ka \in M'$ and $sa \not\in M$, then $a \not\in M'$.

**Proof.** Let $M$ be a minimal externally supported model of $P$. Starting from $M$, we build an $M'$ that is a semi-stable model of $P$. First of all, we consider an interpretation $I$ satisfying the first two conditions, (i) and (ii), of the theorem. We show that $I$ is a model of the epistemic transformation $P^x$. Note that each positive rule of $P^x$ is also a positive rule of $P^{es}$. Hence, $I$ satisfies it, because $I \setminus \kappa(I) = M \setminus s(M)$ and $M \setminus s(M)$, by assumption, satisfies it. Now, if $I$ satisfies all rules of $P^{es}$, then we are done. Otherwise, suppose that $I$ does not satisfy a rule of the form (2). (Note that by construction of $I$, no $\lambda_{ij}$ belongs to $I$, hence all bases of the rules of the form (3)-(5) are false.) Therefore, there exists $r \in P$ such that $b_1, \ldots, b_n \in I$ and $\lambda_{11}, \ldots, \lambda_{ij}, \lambda_{k1}, \ldots, \lambda_{kn} \not\in I$. Hence, as $M = r^*$, either (a) there exists $c_j \in M$, for some $j \in \{1, \ldots, n\}$, or (b) there exists $a_i \in M$, for some $i \in \{1, \ldots, l\}$. In the case (a), we add $kc_j$ in $I$, so $I \cup \{kc_j\}$ satisfies all rules in the epistemic transformation of $r$. In the case (b), we add $\lambda_{ij}$ in $I$, so $I \cup \{\lambda_{ij}\}$ satisfies the first two rules and the last rule in the epistemic transformation of $r$.

Suppose, by contradiction, that $I \cup \{\lambda_{ij}\}$ does not satisfy the rule of the form (4), that is, there exists $j \in \{1, \ldots, n\}$ such that $c_j \in I$. Therefore, by construction, $c_j \in M$. Hence, we are with case (a) really, covered earlier. Now, the model $M'$ so constructed (up to now called $I$) satisfies the third condition of the theorem and is also minimal. Indeed, during the construction of $M'$, we have added atoms of the form $Kc$ (only if $c$ was in $M$) or $\lambda$, only when necessary. Hence, if $a$ is such a atom, then $M' \setminus \{a\}$ is not a model. Concerning the other atoms, they are also in $M$, so if we delete one of these from $M'$, we could delete the same atom from $M$, contradicting the minimality of $M$. Moreover, if an atom $Kc$ has been added in $M'$, and $sc$ was not in $M$, then $c$ is in $M'$, as $c$ was in $M$. Hence, the third condition is satisfied, and $M'$ is a minimal model of $P^x$. Finally, it is easy to see that the minimization of the atoms of the form $sc$ in $M$ induces the corresponding minimization of the gap atoms in $M'$. Therefore, $M'$ is a maximal canonical interpretation among the minimal models of $P^x$, that is a semi-stable model of $P$. □

**Theorem 4.** Let $P$ be a program, and let $M \in SST(P)$. Then, there exists $M' \in MES(P)$, such that (i) $M' \setminus s(M') = M \setminus \kappa(M)$, and (ii) $Ka \in G(M)$ if, and only if, $sa \not\in M'$. 

**Proof.** Let $M \in SST(P)$. Then, we consider the following interpretation over $\Sigma^x: M' = (M \setminus \kappa(M)) \cup \{sa: Ka \in G(M)\}$. Clearly, by construction, $M'$ satisfies condition (i). Indeed, $M' \setminus s(M') = M \setminus \kappa(M)$. And, moreover, $M'$ satisfies condition (ii). Indeed, $\{sa: Ka \in G(M)\}$ is the set of all support atoms in $M'$. Therefore, it remains to prove that $M'$ is a minimal extended supported model of $P$. First, we show that $M'$ is a model of $P^x$. Clearly, $M'$ satisfies all rules of the form (8). Now, assume by contradiction that there is a rule in $P^x$ of the form (8)
that is not satisfied by $M'$. That is, $b_1,\ldots,b_m \in M'$ and $c_1,\ldots,c_n,sc_1,\ldots,sc_n,a_1,\ldots,a_l \not\in M'$. Let $S$ be an answer set of $P^S$ such that $S = S^X \cap \Sigma^X$. Then, by construction of $M'$, we have that $b_1,\ldots,b_n \in S$ and $c_1,\ldots,c_n,\dot{a}_1,\ldots,\dot{a}_l \not\in S$ (by condition (i)); and $Kc_1,\ldots,Kc_n \not\in S$ (by condition (ii)). Therefore, consider the corresponding interpretation over $\Sigma^X$, that is, $I = S \setminus (M' \setminus I')$, and then we consider $J = I \cup \{\lambda_{aj} : a_i \in I\}$, so that $J$ is strictly contained in $S$, and $J$ by construction satisfies rules of the form (3) and (5). Moreover, $J$ cannot be a model of $P^S$, as $S$ is a minimal model of $P^S$. Therefore $J$ does not satisfy some rule of the form (2) or of the form (4). First, suppose that a rule of the form (4) is not satisfied by $J$. Hence, $\lambda_{aj}, c_j \in J$. Then, $\lambda_{aj}, c_j \in S$, thus $S$ would not be a model. Now suppose that a rule of the form (2) is not satisfied by $J$. This means that $b_1,\ldots,b_m \in J$, but $\lambda_{aj_1},\ldots,\lambda_{aj_l},Kc_1,\ldots,Kc_n \not\in J$. Hence, also $a_1,\ldots,a_l \not\in J$, and further $b_1,\ldots,b_n \in I'$, $sc_1,\ldots,sc_n \not\in I'$, and $a_1,\ldots,a_l \not\in I'$. Therefore, there exists some $c_j \in I'$ to satisfy the corresponding rule of the form (8). Therefore, $c_j \in M'$, thus this rule is not in $P^{mees}$. Hence, $\{a_1,\ldots,a_l\} \cap I' = \{a_1,\ldots,a_l\} \cap M'$, for each rule of the form (8). Therefore, $I' \subset M'$, that is, $M'$ is an answer set of $P^S$.

Finally, by the gap minimality of $M$, it follows that the number of support atoms is also minimal in $M'$, that is, $M'$ is a minimal externally supported model of $P^S$.

Note that a minimal externally supported model can correspond to more than one semi-stable model.

**Example 2.** Consider the program $P = \{a; b; c \leftarrow \neg a, \neg b, d \leftarrow \neg a, \neg b; c \leftarrow \neg c\}$. It is incoherent, with a single minimal externally supported model $\{a,b,sc\}$ of $P$, while $SST(P) = \{\{a,b,Kc,Ka\}, \{a,b,Kc,Kb\}\}$. Note that both $\{a,b,Kc,Ka\}$ and $\{a,b,Kc,Kb\}$ can be obtained starting from $\{a,b,sc\}$, as expected by Theorem 4.

The $MEES$-semantics is very close to the semi-equilibrium semantics. Informally, each minimal extended externally supported model corresponds to a semi-equilibrium model that has the same true atoms and the same false atoms, and vice versa. Indeed, with a slight modification of the proof strategy used to prove Theorems 3 and 4, it can be shown that there is a one-to-one correspondence between minimal extended externally supported models and semi-equilibrium models, as stated in the following theorem.

**Theorem 5.** Let $P$ be a program. Then, $M \in MEES(P)$ if, and only if, $M' \in SEQ(P)$, where $M \setminus s(M) = M' \setminus k(M')$, and $sa \in M$ if, and only if, $Ka \in \mathcal{G}(M')$.

**Example 3.** Consider again the program $P$ of Example 2. It has a single minimal extended externally supported model equal to the minimal externally supported model, i.e., $MEES(P) = \{\{a,b,sc\}\}$. Moreover, it also has a single semi-equilibrium model: $SEQ(P) = \{\{a,b,Ka,Kb,Kc\}\}$.

Theorems 3-4 and Theorem 5, basically, say that computing minimal externally supported models and minimal extended externally supported models corresponds to computing semi-stable and semi-equilibrium models, respectively.

**4 Computation of Paracoherent Answer Sets**

We now discuss how to effectively compute one paracoherent answer set for a program, by using the (extended) externally supported semantics. We first discuss some algorithms of (Amendola et al. 2017), because it is possible to re-use them. These algorithms take as input a program $\Pi = P^X \cup P^{prop}$, where $P^X$ is a generic epistemic transformation of the ASP program $P$ and $P^{prop}$ is the following set of rules capturing the notion of the gap:

$$\text{gap}(Ka) \leftarrow Ka, \neg a; \forall a \in \Sigma \quad (11)$$

Let $gap(I) = \{\text{gap}(Ka) \mid \text{gap}(Ka) \in I\}$, for a set $I$ of atoms. An answer set $M$ of $\Pi$ is a paracoherent answer set of $P$ if, and only if, there exists no answer set $M_1$ of $\Pi$ such that $\text{gap}(M_1) \subset \text{gap}(M)$. Based on this, a set of algorithms for computing a subset minimal (with respect to the gap atoms) answer set was proposed in (Amendola et al. 2017). We briefly recall the three algorithms obtaining the best performance, namely MINIM, SPLIT, and WEAK.

The idea of MINIM is to compute an answer set $M$ of $\Pi$ and then to search for another answer set $M'$ such that $\text{gap}(M') \subset \text{gap}(M)$. This property is enforced by a set of rules added to $\Pi$. If $\Pi$ admits an answer set, say $M''$, then $M$ is replaced by $M''$ and the algorithm iterates minimizing $M$. Otherwise, if $\Pi$ admits no answer set, $M$ is a paracoherent answer set and the algorithm terminates returning $M$.

Concerning SPLIT, the algorithm first computes an answer set $M$ of $\Pi$ and creates a set $C$ of gap atoms that are included in $M$. The program $\Pi$ is then modified by adding the constraint $\leftarrow p$ for all gap atoms that are not included in $M$. Subsequently, one of the atoms in $C$ is randomly selected, say $a$, and an answer set of $\Pi \cup \{\leftarrow a\}$ is searched. If such an answer set does not exist then $a$ must be included in the paracoherent answer set. Thus, $\Pi$ is modified by adding the constraint $\leftarrow \neg a$ and $a$ is removed from the set $C$. Otherwise, if $\Pi \cup \{\leftarrow a\}$ admits an answer set, say $M''$, then $M$ is replaced by $M''$ and the set $C$ is replaced by the gap atoms that are true in $M''$. The algorithm iterates until $C$ is empty, returning $M$ corresponding to the paracoherent answer set.

Algorithm WEAK is based on the observation that modern ASP solvers are able to compute cardinality minimal answer set w.r.t. a set of atoms using the so-called weak constraints. Therefore, a cardinality minimal answer set with respect to the gap atoms is also subset minimal with respect to the gap atoms, and so, it is a paracoherent answer set of $P$.

As observed in the previous section, given a program $P$, a paracoherent answer set of $P$ is an answer set of $P^X$ (resp. $P^{prop}$) that is subset minimal with respect to the atoms of the form $sc$ (for $c \in \Sigma$). Thus, algorithms proposed in (Amendola et al. 2017) can be used also in our setting. In particular,
the algorithms take as input the transformation $P^\kappa$ (resp. $P^{\kappa^\ast}$) and produce as output an answer set that is subset minimal with respect to the atoms of the form $sc$. It is worth mentioning that $P'$ (resp. $P^{\kappa^\ast}$) can be more compact than $P^\kappa$ (resp. $P^{\kappa^\ast}$). Let rules($P$) and atoms($P$) be the set of rules of the form (1) and the set of atoms occurring in $P$, respectively.

**Proposition 1.** Given a program $P$, $|\text{rules}(P^\kappa)| \geq |\text{rules}(P)|$ and $|\text{atoms}(P^\kappa)| \geq |\text{atoms}(P)|$.

**Proof.** $|\text{rules}(P^\kappa)| = |\text{rules}(P)| + \sum_{r \in P} |H(r)| + \sum_{r \in P} |\bigcup_{P} B^-(r)|$ while $|\text{rules}(P)| = |\text{rules}(P)| + |\bigcup_{P} B^-(r)|$. Thus, $|\text{rules}(P^\kappa)|$ because $\sum_{r \in P} |B^-(r)| \geq |\bigcup_{P} B^-(r)|$. $|\text{atoms}(P^\kappa)| = |\text{atoms}(P)| + \sum_{r \in P} |H(r)| + |\bigcup_{P} B^-(r)|$ while $|\text{atoms}(P)| = |\text{atoms}(P)| + |\bigcup_{P} B^-(r)|$. Thus, $|\text{atoms}(P^\kappa)| \geq |\text{atoms}(P)|$. \hfill $\Box$

**Proposition 2.** Given a program $P$, $|\text{rules}(P^{\kappa^\ast})| \geq |\text{rules}(P)|$ and $|\text{atoms}(P^{\kappa^\ast})| \geq |\text{atoms}(P^\ast)|$.

**Proof.** $|\text{rules}(P^{\kappa^\ast})| = |\text{rules}(P)| + |\text{atoms}(P)| + |\text{rules}(P)|$ while $|\text{rules}(P^{\kappa^\ast})| = |\text{rules}(P)| + |\text{rules}(P)|$. Thus, $|\text{rules}(P^{\kappa^\ast})| \geq |\text{rules}(P)|$ because $|\text{rules}(P^{\kappa^\ast})| \geq |\text{rules}(P)|$. $|\text{atoms}(P^{\kappa^\ast})| = 2 \times |\text{atoms}(P)| + \sum_{r \in P} |H(r)|$ while $|\text{atoms}(P^{\kappa^\ast})| = 2 \times |\text{atoms}(P)|$, whence $|\text{atoms}(P^{\kappa^\ast})| \geq |\text{atoms}(P^\ast)|$. \hfill $\Box$

### 5 Implementation and Experiments

In this section, we present an experimental analysis conducted to study the impact of the new strategy for computing a paracoherent answer set based on minimal (extended) externally supported models.

**Implementation.** Algorithms described in the previous section were implemented using the state of the art ASP solver WASP (Alviano et al. 2015). In particular, we reused the variant of WASP presented in (Amendola et al. 2017). The implementation is parametric w.r.t. the transformations, and makes use of precisely the same rewrite rules to produce either the epistemic transformation or the (extended) externally supported program.

**Benchmark Settings.** Experiments were run on a system with 2.30GHz Intel Xeon E5-4610 v2 CPUs. Execution time and memory were limited to 1200 seconds and 8 GB, respectively. We used exactly the same benchmark from (Amendola et al. 2017). That benchmark addresses debugging, one of the main motivations of paracoherent ASP. In particular, the problem to be solved is the computation of an explanation for the non-existence of answer sets. The instances are from the latest ASP competition (Gebser, Maratea, and Ricca 2015), which implies that they are challenging for ASP solvers. The selected benchmarks are Knight Tour with Holes, Minimal Diagnosis, Qualitative Spatial Reasoning, Stable Marriage, and Visit All. Basically, the selection includes all the incoherent instances in the competition suite that feature neither aggregates, nor choice rules, nor weak constraints, since such features are not currently supported by the paracoherent semantics (Amendola et al. 2016).

**Results.** The experiments show a clear advantage of using the novel translations, in the vast majority of considered instances the improvements are significant, as seen from the cactus plots in Figures 1(a) and 1(b) and the scatter plots in Figures 1(c) and 1(d). The major factor for the improvements appears to be the smaller size of the resulting programs, which lead to decreased memory usage, as seen in the scatter plots in Figures 1(e) and 1(f).

In more detail, Figure 1(a) shows that WASP executed on the program $P^\kappa$ outperformed WASP executed on $P^\kappa$, for all considered algorithms (Alg($P$) means WASP running the algorithm Alg on the program $P$). Also for $P^{\kappa^\ast}$ and $P^{\kappa^\ast H}$, we observed an advantage when WASP is executed on the former, seen in Figure 1(b). Indeed, MINIM ($P^{\kappa^\ast}$) and SPLIT ($P^{\kappa^\ast}$) solve 5 and 2 more instances than their counterparts executed on $P^{\kappa^\ast H}$. A huge improvement of the performance is instead observed when the algorithm WEAK is considered. Indeed, WEAK ($P^{\kappa^\ast}$) solves 60 more instances than WEAK ($P^{\kappa^\ast H}$). There is a somewhat peculiar characteristic for the algorithm WEAK. Indeed, WEAK ($P^{\kappa^\ast}$) by far outperforms both MINIM$^{\kappa^\ast}$ and SPLIT$^{\kappa^\ast}$, while the opposite happens when the program $P^\kappa$ is considered. Upon closer look, this advantage is mostly due to the benchmark Minimal Diagnosis, where the default core-based strategy of WASP (Alviano and Dodaro 2016) (used by algorithm WEAK) terminates after one call to the solver.

Figures 1(c) and 1(d) show instance-by-instance comparisons for systems using the old and new translations. If for an instance the two systems take $x$ and $y$ execution time, then a point $(x, y)$ is plotted. Therefore, points below the diagonals represent instances where the system reported on the $x$-axis was slower than the system reported on the $y$-axis. The graphs confirm the better performance of WASP executed on $P^\kappa$ (resp. $P^{\kappa^\ast}$) than its counterparts executed on $P^\kappa$ (resp. $P^{\kappa^\ast H}$), independently of the used algorithm. Indeed, only few instances are on the left of the diagonals, meaning that are only few instances where WASP executed on $P^\kappa$ (resp. $P^{\kappa^\ast}$) is slower than WASP executed on $P^\kappa$ (resp. $P^{\kappa^\ast H}$).

The main reason for this advantage appears to be due to the different sizes of programs processed by WASP. Looking at Table 1, we observe that the average numbers of atoms and of rules for each benchmark are much lower for $P^\kappa$ (resp. $P^{\kappa^\ast}$) than for $P^\kappa$ (resp. $P^{\kappa^\ast H}$) (cf. also Propositions 1 and 2). The smaller programs impact the memory usage of WASP as the instance-wise comparison in Figures 1(e) and 1(f) clearly shows: WASP uses consistently less memory with $P^\kappa$ (resp. $P^{\kappa^\ast}$) than with $P^\kappa$ (resp. $P^{\kappa^\ast H}$).

### 6 Related Work

In this paper we focus on the computation of the semi-stable (Sakama and Inoue 1995) and the semi-equilibrium semantics (Amendola et al. 2016). These semantics are considered the two major paracoherent semantics for ASP programs, that emerged over several alternative proposals (Przymusinski 1991; van Gelder, Ross, and Schlipf 1991; van Gelder and Ross 1991; Sakama and Inoue 1995; Carro and Ricca 2000; Amendola et al. 2006).
Figure 1: Comparison of the performance of WASP executed on the programs $P^\kappa$, $P^s$, $P^{HT}$, and $P^{cs}$ produced by the different rewriting techniques.

Eiter, Leone, and Saccà 1997; Seipel 1997; Balduccini and Gelfond 2003; Pereira and Pinto 2005; Alcântara, Damásio, and Pereira 2005; Galindo, Ramírez, and Carballido 2008), because they satisfy all the following five highly desirable –from the knowledge representation point of view– theoretical properties (Amendola et al. 2016b): answer set coverage, congruence, classical coherence, minimal undefinedness and justifiability. The first two properties ensure that the notions of answer sets and paracoherent answer sets should coincide for coherent programs; the third states that paraco-
The efficient computation of paracoherent semantics for ASP programs has been tackled only recently in (Amendola et al. 2017). There, a number of algorithms relying on the epistemic transformation of programs have been proposed. We build upon that work, and present a transformation that can replace the epistemic transformation in the evaluation pipeline. As discussed in Section 4, the new transformation introduces fewer atoms and fewer rules. Moreover, our approach significantly improve the performance of solvers based on the algorithms presented in (Amendola et al. 2017) as shown in Section 5. The algorithms used for computing paracoherent answer sets are strictly related to the computation of minimal models of propositional theories. The first approaches to that problem (Niemelä 1996; Hasegawa, Fujita, and Koshimura 2000; Bry and Yahya 2000) were not able to take profit of modern learning-based algorithms (Koshimura et al. 2009). Later, the first algorithm able to overcome that technological limit for the computation of minimal models of SAT formulae was introduced in (Koshimura et al. 2009) that is similar in principle to the MINIM algorithm; whereas the SPLIT algorithm is similar to the algorithms employed for computing cautious consequence of ASP programs ( Alviano, Dodaro, and Ricca 2014) and backbones of SAT formulas (Janota, Lycne, and Marques-Silva 2015). General approaches such as the algorithms for computing a Minimal Set over a Monotone Predicate (MSMP) (Janota and Marques-Silva 2016) could be adapted for computing paracoherent answer sets; whereas the algorithms for positive CNF theories of (Anguillli et al. 2014) cannot be applied, since the minimization of the extension of a specific predicate is not supported.

7 Discussion and Conclusion

The computation of a paracoherent answer set is a difficult problem that has been addressed only recently ( Amendola et al. 2017). Existing implementations of this task work according to the definition of paracoherent answer sets, calling an answer set solver repeatedly for finding a maximal canonical answer set of the epistemic transformation. In this paper we presented an alternative characterization of the two major paracoherent semantics in terms of (extended) externally supported models. The new definition is based on a transformation of the program that can replace the epistemic transformation in existing strategies for computing semi-stable and semi-equilibrium models. We developed concrete implementations that use the new transformation associated with algorithms of ( Amendola et al. 2017). An experimental analysis carried out on benchmarks from ASP competitions shows that the new transformation brings huge performance improvements that are independent of the underlying algorithms. The improvements can be explained by observing that the new transformation is more parsimonious than the epistemic transformation in the sense that it introduces fewer auxiliary propositional atoms and rules. The ideas presented in this paper represent a significant step towards in the state of the art of methods for computing paracoherent answer sets, which opens new possibilities for implementing concrete applications of paracoherent semantics.
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