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Abstract
It is expensive and difficult to precisely annotate objects with multiple labels. Instead, in many real tasks, annotators may roughly assign each object with a set of candidate labels. The candidate set contains at least one but unknown number of ground-truth labels, and is usually adulterated with some irrelevant labels. In this paper, we formalize such problems as a new learning framework called partial multi-label learning (PML). To solve the PML problem, a confidence value is maintained for each candidate label to estimate how likely it is a ground-truth label of the instance. On one hand, the relevance ordering of labels on each instance is optimized by minimizing a rank loss weighted by the confidences; on the other hand, the confidence values are optimized by further exploiting structure information in feature and label spaces. Experimental results on various datasets show that the proposed approach is effective for solving PML problems.

Introduction
Multi-label learning (MLL) deals with the problem where each object is assigned with multiple class labels simultaneously (Zhang and Zhou 2014). For example, an image may be annotated with labels sea, sunset, and beach. The task of multi-label learning is to train a classification model that can predict all the relevant labels for unseen instances.

In traditional multi-label studies, a common assumption is that each training instance has been precisely annotated with all of its relevant labels. However, in many applications, this assumption hardly holds because the precise annotation is usually difficult and costly. Instead, annotators may roughly assign each instance a set of candidate labels. In addition to the relevant labels, the candidate set also contains some irrelevant labels. For example, in Figure 1, the image is annotated with a set of candidate labels, which may be the union set of annotations from multiple noisy annotators under the crowdsourcing setting. While the annotation cost is significantly reduced by partial labeling, the learning task becomes much more challenging because the ground-truth labels are mixed with some irrelevant labels, and the number of ground-truth labels is even unknown.

We formalize this learning problem as a new framework called partial multi-label learning (PML). More specifically, PML tries to learn a multi-label model from partially labeled training examples, where each instance is annotated with a set of candidate labels, indicating the following supervised information: a) the candidate set may consist of both relevant and irrelevant labels; b) the number of relevant labels in the candidate set is at least one but unknown; c) labels not in the candidate set are irrelevant to the instance.

PML is a novel learning framework with significant difference from existing settings. There are some studies trying to exploit weak supervision for multi-label learning. For example, semi-supervised MLL (Wang and Tsotsos 2016; Wu et al. 2015; Belkin, Niyogi, and Sindhwani 2006) trains the model based on both unlabeled and precisely labeled examples; MLL with weak label allows missing labels (Sun, Zhang, and Zhou 2010; Bucak, Jin, and Jain 2011; Zhao and Guo 2015). However, these approaches do not consider partial labeling with candidate label sets, and cannot be applied to PML problems. Partial label learning (Cour, Sapp, and Taskar 2011; Szummer and Jaakkola 2001) is similar to PML, but is designed for single-label case, where there is always one ground-truth label in the candidate set. We will discuss the differences between PML and related studies in...
more detail in the next section.

Partial multi-label learning degenerates into standard multi-label learning if the ground-truth labels can be identified from the candidate set. Unfortunately, this task is rather challenging or even impossible. Instead, we assume that each candidate label has a confidence of being the ground-truth label, and alternatively optimize the classification model and the confidence values. Specifically, to achieve multi-label classification, we optimize the relevance ordering of label pairs to rank relevant labels before irrelevant labels based on the ground-truth confidences. To optimize the ground-truth confidence of candidate labels, in addition to rank loss minimization, we offer two options to further exploit either the local structure of the feature space or the label correlations. The tasks are formulated into a unified objective function, and can be efficiently solved by alternating optimization of quadratic programming and linear programming. Our empirical study on datasets from diverse domains demonstrates the effectiveness of the proposed approach.

The main contributions are summarized as follows.

- A new learning framework PML is proposed to learn multi-label models from partially labeled data. PML defines a practical learning task and is significantly different from existing multi-label learning settings.
- Two effective algorithms PML-ic and PML-fp are proposed for solving PML problems. They offer options to optimize the ground-truth confidences of candidate labels by exploiting the structure information from either feature or label space.
- Experiments on various datasets validate the effectiveness of the proposed approaches.

The rest of the paper is organized as follows. We start by a brief review of related works. Then we formulate the problem and propose the algorithm. Next, experimental results are reported, followed by the conclusion.

Related Work

There is a rich body of literature on multi-label learning. The most straightforward approach for multi-label learning is to decompose the task into a set of binary classification problems (Joachims 1998; Boutell et al. 2004). Such methods treat each label independently, and ignore the correlation among labels, which is crucial to multi-label learning (Zhang and Zhou 2014). Later, many studies try to exploit the label correlations. Some of them focus on pairwise correlation (Fürnkranz et al. 2008; Elisseeff and Weston 2001), while some others consider higher order correlation among all labels (Tsumakas, Katakis, and Vlahavas 2011; Read et al. 2011). Multi-label learning has been successfully applied to various tasks, e.g., image classification (Cabra et al. 2011; Wang et al. 2016; Wu et al. 2015), text categorization (Rubin et al. 2012) and gene function prediction (Elisseeff and Weston 2001).

There are some studies trying to learn multi-label models from weak supervised information. Some approaches try to train the classification model based on both unlabeled and precisely labeled examples. For instance, label propagation based methods are developed for semi-supervised multi-label learning in (Wang and Tsotsos 2016; Kong, Ng, and Zhou 2013); a simultaneous large-margin and subspace learning approach is proposed in (Guo and Schuurmans 2012); and a low-rank mapping based method is introduced in (Jing et al. 2015). Some other approaches focus on the case where some relevant labels are missing. For example, Sun et. al. (2010) propose to study multi-label learning with weak labels based on low-density assumption; Bucak et. al. (2011) propose a ranking based method for multi-label learning with incomplete class assignments; and Yu et. al. (2015) develop a large scale method for multi-label learning with missing labels. There are also some methods trying to learn from both clean and noisy data (Veit et al. 2017). However, these methods do not consider partial labeling with candidate label sets, and cannot solve PML problems.

Partial label learning is similar to our PML problem but is specifically for single-label tasks. It assumes that there is always exactly one ground-truth among the candidate set. Most partial label learning methods employ the strategy of disambiguation, i.e., trying to recover the ground-truth label from the candidate label set. One disambiguation strategy is to assume certain parametric model \( P(x, y; \theta) \) and ground-truth label is regarded as latent variable. Here, the latent variable is iteratively refined by optimizing certain objectives, such as the maximum likelihood criterion (Dawid and Twenty 2004; Jin and Ghahramani 2002; Liu and Dietterich 2012), or the maximum margin criterion (Yu and Zhang 2017). Another way towards disambiguation is to assume equal importance of each candidate label and then make prediction by averaging their modeling outputs. For parametric models, the averaged output from all candidate labels is distinguished from the outputs from candidate labels (Cour, Sapp, and Taskar 2011). For non-parametric models, the predicted label for unseen instance is determined by averaging the candidate labeling information from its neighboring examples in the PL training set (Hüllermeier and Beringer 2006; Zhang and Yu 2015). The learnability of partial label learning has been studied in (Liu and Dietterich 2014). Compared to partial label learning, PML is much more challenging because the number of ground-truth labels in the candidate set is unknown, which makes disambiguation inapplicable.

The PML Approach

Problem Formulation

Let \( \mathcal{X} = \mathbb{R}^d \) denote the input space with \( d \)-dimensions features and \( \mathcal{Y} = \{y_1, y_2, \ldots, y_q\} \) be a finite set consisting of \( q \) possible class labels. \( D = \{(x_1, \hat{Y}_1), (x_2, \hat{Y}_2), \ldots, (x_m, \hat{Y}_m)\} \) is a training set with \( m \) partially labeled instances, where \( x_i \in \mathcal{X} \) is the feature vector and \( \hat{Y}_i \subseteq \mathcal{Y} \) is the candidate label set of the \( i \)-th example. We further denote by \( \hat{Y}_i \subseteq \mathcal{Y} \) the non-candidate label set and \( \bar{Y}_i \) the ground-truth label set for instance \( x_i \). Note that \( \hat{Y}_i \subseteq \bar{Y}_i \), and is unknown, while in traditional multi-label learning, \( \hat{Y}_i = \bar{Y}_i \). We also want to emphasize
that even $|Y_i|$ is unknown, which makes partial multi-label learning much more challenging than the single-label case. Because when $|Y_i| = 1$, one could expect to recover the only ground-truth label from $\hat{Y}_i$ by selecting the most likely one. The goal of partial multi-label learning is to train a classifier $h : \mathcal{X} \rightarrow 2^Y$ based on the partial multi-label training set $D$. In most multi-label studies, instead of directly outputting the classifier $h$, the learning system will produce a real-valued function of the form $f : \mathcal{X} \times Y \rightarrow \mathcal{R}$, which predicts larger values for relevant labels than irrelevant ones. Here we introduce a linear classifier for each label $y_k$ in the form of $f_k(x_i) = \langle w_k, x_i \rangle + b_k$, where $w_k \in \mathcal{R}^d$ and $b_k \in \mathcal{R}$ are the weight vector and bias of the classifier.

Algorithm Detail

To solve PML problems, one straightforward baseline method is to simply take all labels in the candidate set as relevant labels and then directly apply standard multi-label algorithms for model training. Obviously, such methods will be misled by the irrelevant labels in the candidate set. To overcome this problem, we assume that each candidate label has a confidence of being ground-truth label. Formally, we denote by $P_{ik} \in [0, 1]$ the confidence of label $y_k$ being a ground-truth label of instance $x_i$. Note that if $y_k$ is a non-candidate label, i.e., $y_k \notin \hat{Y}_i$, then it is for sure irrelevant to $x_i$, and thus $P_{ik} = 0$. In contrast, if $y_k$ is a candidate label, then its confidence $P_{ik}$ is unknown and to be learned. For convenience, we further introduce $P = [P_{ik}]_{m \times q}$ to denote the confidence matrix for the whole training set.

In the following part of this subsection, we will firstly introduce the multi-label classification model which incorporates label ranking with the confidence matrix, then present two strategies for optimizing the confidence matrix, and at last summarize the whole procedure of the algorithm.

To achieve multi-label classification, the relevance ordering of label pairs is optimized to rank relevant labels before irrelevant ones on each instance, and then a proper number of top ranked labels are selected as relevant ones. Specifically, we consider the relevance ordering of two kinds of label pairs: 1) the inter-set label pair with one label from the candidate set $\hat{Y}_i$ and the other one from the non-candidate set $\hat{Y}_i$; 2) the intra-set label pair with two labels both from the candidate set $\hat{Y}_i$. For an inter-set label pair $(y_k, y_l) \in \hat{Y}_i \times \hat{Y}_i$, $y_k$ should be ranked before $y_l$ on instance $x_i$ with a confidence of $P_{ik}$. The ranks over the whole training set can be optimized by minimizing the ranking loss (Elisseeff and Weston 2001) weighted by the confidences:

$$\min_{w, b} \sum_{i=1}^m \frac{1}{|Y_i| \cdot |\hat{Y}_i|} \sum_{(y_k, y_l) \in \hat{Y}_i \times \hat{Y}_i} P_{ik} \cdot \xi_{ikl} \quad (1)$$

s.t. $\langle w_k - w_l, x_i \rangle + b_k - b_l \geq 1 - \xi_{ikl}$

$$\xi_{ikl} \geq 0 \quad (1 \leq i \leq m, (y_k, y_l) \in \hat{Y}_i \times \hat{Y}_i),$$

where $\xi_{ikl}$ is the slack variable of the ranking loss. Obviously, a candidate label with higher ground-truth confidence will be ranked before irrelevant labels with more emphasis. As an extreme case, when $P_{ik} = 0$, it implies that $y_k$ is irrelevant to $x_i$, and will not contribute any ranking loss.

For an intra-set label pair $(y_k, y_l) \in \hat{Y}_i \times \hat{Y}_i$, the label with higher ground-truth confidence should be ranked before the other one. Similarly, we can have the following optimization problem to minimize the ranking loss of intra-set label pairs over the whole training set:

$$\min_{w, b} \sum_{i=1}^m \frac{2}{|Y_i| \cdot |\hat{Y}_i|} \sum_{(y_k, y_l) \in \hat{Y}_i \times \hat{Y}_i} \tilde{P}_{ikl} \cdot \xi_{ikl} \quad (2)$$

s.t. $\langle w_k - w_l, x_i \rangle + b_k - b_l \geq 1 - \xi_{ikl}$

$$\xi_{ikl} \geq 0 \quad (1 \leq i \leq m, (y_k, y_l) \in \hat{Y}_i \times \hat{Y}_i),$$

where $\tilde{P}_{ikl} = \max(0, P_{ik} - P_{il})$ measures how confident $y_k$ should be ranked before $y_l$ for instance $x_i$.

Noticing that for any $y_l \in \hat{Y}_i$, we have $P_{il} = 0$, and thus $\tilde{P}_{ikl} = P_{ik} - P_{il} = P_{ik}$. So we can incorporate Eq. 1 and Eq. 2 to consider the ranking loss for both inter-set and intra-set label pairs in a unified objective function:

$$\min_{w, b} \sum_{k=1}^q \frac{2}{|Y_k|} \sum_{i=1}^m \frac{1}{|Y_i|} \sum_{y_l \in \hat{Y}_i} \tilde{P}_{ikl} \cdot \xi_{ikl} \quad (3)$$

s.t. $\langle w_k - w_l, x_i \rangle + b_k - b_l \geq 1 - \xi_{ikl}$

$$\xi_{ikl} \geq 0 \quad (1 \leq i \leq m, y_k, y_l \in \hat{Y}_i),$$

where $\tilde{P}_{ikl} = \max(0, P_{ik} - P_{il})$, and $\gamma_i = |\hat{Y}_i| \cdot |\hat{Y}_i| + |\hat{Y}_i|^2 / 2$ is a constant for normalization on instance $x_i$. The first term is a regularizer to control the model complexity, and $C_1$ is a trade-off parameter.

In the above discussions, we assume that the confidence matrix $P$ is given. However, the elements in $P$ corresponding to the candidate labels are unknown. Next, we will show how to optimize the ground-truth confidences for candidate labels of each instance. First of all, the confidences values are expected to be consistent with the model predictions. However, optimizing $P$ solely based on the model prediction may suffer from overfitting given that the model itself is trained according to $P$. We thus expect to exploit the structure information from data to further guide the optimization of the confidence matrix $P$. Here, we present two options to regularize the confidence learning.

The first option is to learn $P$ based on label correlations. Specifically, we assume a label correlation matrix $S = [S_{kl}]_{q \times q}$, where the element $S_{kl}$ denotes the correlation between $y_k$ and $y_l$, and a larger value implies a stronger correlation. It is expected that two labels with strong correlation should share similar confidence values. We thus try to maximize the term $\sum_{k \in Y} S_{kl} (P_{ik} \cdot P_{il})^\top$, where $S_{kl}$ and $P_{ik}$ denote the $k/i$-th row of $S$ and $P$, respectively. While there are multiple ways to calculate $S$, we simply employ the co-occurrence rate of two labels as their correlation (Diplaris et al. 2005). By further incorporating the model predictions, we have the following optimization problem for learning the
confidence matrix $P$:

$$
\begin{align}
\min_P & \; C_1 \sum_{i=1}^{m} \frac{1}{\gamma_i} \sum_{y_k, y_l \in Y} \tilde{P}_{ikl} \cdot \xi_{ikl} \\
- C_2 & \sum_{i=1}^{m} \sum_{k \in Y_i} S_k (P_{ik} \cdot P_k)^T \\
\text{s.t.} & \; \sum_{y_k \in Y_i} P_{ik} \geq 1 \; \quad (1 \leq i \leq m) \\
& \quad 0 \leq P_{ik} \leq 1 \; \quad (y_k \in Y_i, \; 1 \leq i \leq m) \\
& \quad P_{ik} = 0 \; \quad (y_k \in \hat{Y}_i, \; 1 \leq i \leq m),
\end{align}
$$

where the first constraint corresponds to the fact there is at least one ground-truth label in multi-label learning. Noticing that the model $w_k$ and $b_k$ is fixed, we have $\xi_{ikl} = 1 - \langle w_k - w_l, x_i \rangle - b_k + b_l$ in Eq. 4. Then by combing Eq. 4 with Eq. 3, we have the final objective function for partial multi-label learning with label correlations (PML-lc for short):

$$
\begin{align}
\min_{W, b, P} & \; \sum_{k=1}^{q} ||w_k||^2 + C_1 \sum_{i=1}^{m} \frac{1}{\gamma_i} \sum_{y_k, y_l \in Y} \tilde{P}_{ikl} \cdot \xi_{ikl} \\
- C_2 & \sum_{i=1}^{m} \sum_{k \in Y_i} S_k (P_{ik} \cdot P_k)^T \\
\text{s.t.} & \; \langle w_k - w_l, x_i \rangle + b_k - b_l \geq 1 - \xi_{ikl} \; \quad (1 \leq i \leq m, \; y_k, y_l \in Y), \\
& \quad \xi_{ikl} \geq 0 \; \quad (1 \leq i \leq m) \\
& \quad \sum_{y_k \in Y_i} P_{ik} \geq 1 \; \quad (1 \leq i \leq m) \\
& \quad 0 \leq P_{ik} \leq 1 \; \quad (y_k \in Y_i, \; 1 \leq i \leq m) \\
& \quad P_{ik} = 0 \; \quad (y_k \in \hat{Y}_i, \; 1 \leq i \leq m).
\end{align}
$$

The second option is to learn $P$ based on feature prototype. Specifically, we assume a feature prototype $Q_k$ for each label $y_k$, which can be regarded as a representative instance of $y_k$. In our implementation, we simply calculate $Q_k$ as the average over all instances associated with $y_k$. Then given an instance $x_i$, it is more likely to have $y_k$ as the ground-truth label if it has larger similarity with $Q_k$. This observation motivates us to minimize the term $\sum_{k \in Y} P_{ik} \cdot ||x_i - Q_k||$. Similar to Eq. 4, we have

$$
\begin{align}
\min_P & \; C_1 \sum_{i=1}^{m} \frac{1}{\gamma_i} \sum_{y_k, y_l \in Y} \tilde{P}_{ikl} \cdot \xi_{ikl} \\
+ C_2 & \sum_{i=1}^{m} \sum_{y_k \in Y_i} P_{ik} \cdot ||x_i - Q_k|| \\
\text{s.t.} & \; \sum_{y_k \in Y_i} P_{ik} \geq 1 \; \quad (1 \leq i \leq m) \\
& \quad 0 \leq P_{ik} \leq 1 \; \quad (y_k \in Y_i, \; 1 \leq i \leq m) \\
& \quad P_{ik} = 0 \; \quad (y_k \in \hat{Y}_i, \; 1 \leq i \leq m),
\end{align}
$$

Then by combing Eq. 6 with Eq. 3, we have the final objective function for partial multi-label learning with feature prototypes (PML-fp for short):

$$
\begin{align}
\min_{W, b, P} & \; \sum_{k=1}^{q} ||w_k||^2 + C_1 \sum_{i=1}^{m} \frac{1}{\gamma_i} \sum_{y_k, y_l \in Y} \tilde{P}_{ikl} \cdot \xi_{ikl} \\
+ C_2 & \sum_{i=1}^{m} \sum_{y_k \in Y_i} P_{ik} \cdot ||x_i - Q_k|| \\
\text{s.t.} & \; \langle w_k - w_l, x_i \rangle + b_k - b_l \geq 1 - \xi_{ikl} \; \quad (1 \leq i \leq m, \; y_k, y_l \in Y), \\
& \quad \xi_{ikl} \geq 0 \; \quad (1 \leq i \leq m) \\
& \quad \sum_{y_k \in Y_i} P_{ik} \geq 1 \; \quad (1 \leq i \leq m) \\
& \quad 0 \leq P_{ik} \leq 1 \; \quad (y_k \in Y_i, \; 1 \leq i \leq m) \\
& \quad P_{ik} = 0 \; \quad (y_k \in \hat{Y}_i, \; 1 \leq i \leq m).
\end{align}
$$

We summarize the key steps of PML-fp in Algorithm 1. Firstly, the feature prototypes are calculated for each label, and the ground-truth confidence matrix is initialized. Then the optimization problem in Eq. 7 is solved by alternating optimization. Specifically, with fixed $P$, the last term in Eq. 7 becomes a constant, and the optimization problem is equivalent to Eq. 3, which can be solved by quadratic programming. When optimizing $P$ with fixed $W$ and $b$, the optimization problem is equivalent to Eq. 6, which can be solved by linear programming. The alternating optimization procedure iterates, and terminates once the objective function converges or $iter$ exceeds $maxIter$.

**Algorithm 1 The PML-fp algorithm**

**Input:**
1. Partial label training set $D = \{(x_i, Y_i) | 1 \leq i \leq m\}$;
2. The nonnegative trade-off parameters $C_1$ and $C_2$;
3. Maximal number of iterations $maxIter$;

**Process:**
4. Calculate the feature prototypes $Q_k$ for each label $y_k$;
5. Initialize the confidence matrix $P$;
6. $iter \leftarrow 1$;
7. repeat:
8. Optimize $W$ and $b$ with fixed $P$ by solving Eq. 3;
9. Optimize $P$ with fixed $W$ and $b$ by solving Eq. 6;
10. $iter \leftarrow iter + 1$;
11. until convergence or $iter$ exceeds $maxIter$;
12. Output trained model $w_k$ and $b_k$ for $k = 1, \cdots, q$.

In the test phase, a ranking list of labels can be obtained based on the model predictions. Then a threshold is needed to separate relevant and irrelevant labels from the ranking list. This is a common step for label ranking based multi-label classification, and has many existing solutions (Eliseeff and Weston 2001). In our case, one can decide the threshold value as the average of maximum prediction over non-candidate labels, or specify a fixed number as the relevant label set size. We employ the latter method in our experiments for simplicity. We set it as the average number of relevant labels on the training set.
Table 1: Characteristics of the experimental data sets.

<table>
<thead>
<tr>
<th>Data set</th>
<th># Instances</th>
<th># Dim</th>
<th># Class Labels</th>
<th># Candidate Labels</th>
<th>Domain</th>
</tr>
</thead>
<tbody>
<tr>
<td>emotions (Trohidis et al. 2008)</td>
<td>593</td>
<td>72</td>
<td>6</td>
<td>3,4,5</td>
<td>music</td>
</tr>
<tr>
<td>yeast (Elisseeff and Weston 2001)</td>
<td>2417</td>
<td>103</td>
<td>14</td>
<td>6,7,8,9,10,11,12,13</td>
<td>biology</td>
</tr>
<tr>
<td>CAL500 (Turnbull et al. 2008)</td>
<td>500</td>
<td>96</td>
<td>16</td>
<td>6,7,8,9,10,11,12,13</td>
<td>music</td>
</tr>
<tr>
<td>genbase (Dipiaris et al. 2005)</td>
<td>662</td>
<td>1186</td>
<td>15</td>
<td>6,7,8,9,10,11,12,13</td>
<td>biology</td>
</tr>
<tr>
<td>medical (Pestian et al. 2007)</td>
<td>978</td>
<td>1449</td>
<td>15</td>
<td>6,7,8,9,10,11,12,13</td>
<td>text</td>
</tr>
<tr>
<td>corel5K (Duygulu et al. 2002)</td>
<td>5000</td>
<td>499</td>
<td>15</td>
<td>6,7,8,9,10,11,12,13</td>
<td>images</td>
</tr>
<tr>
<td>delicious (Tsoumakas et al. 2008)</td>
<td>14000</td>
<td>500</td>
<td>15</td>
<td>6,7,8,9,10,11,12,13</td>
<td>text</td>
</tr>
</tbody>
</table>

Table 2: Comparison of PML with state-of-the-art multi-label learning approaches on five evaluation criteria. The best performance and its comparable performances are bolded (statistical significance examined via pairwise t-tests at 95% significance level).

<table>
<thead>
<tr>
<th>Data</th>
<th># C.L</th>
<th>PML-(t_c)</th>
<th>PML-(f_p)</th>
<th>RankSVM</th>
<th>BSVM</th>
<th>ML-(k)-NN</th>
<th>LIFT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Emotions</td>
<td>4</td>
<td>.247 ± .000</td>
<td>.215 ± .000</td>
<td>578 ± .000</td>
<td>617 ± .000</td>
<td>634 ± .000</td>
<td>675 ± .001</td>
</tr>
<tr>
<td>Yeast</td>
<td>115</td>
<td>.189 ± .000</td>
<td>.135 ± .000</td>
<td>821 ± .000</td>
<td>709 ± .000</td>
<td>843 ± .000</td>
<td>.386 ± .000</td>
</tr>
<tr>
<td>CAL500</td>
<td>10</td>
<td>.329 ± .000</td>
<td>.329 ± .000</td>
<td>410 ± .000</td>
<td>408 ± .000</td>
<td>342 ± .000</td>
<td>.352 ± .000</td>
</tr>
<tr>
<td>Genbase</td>
<td>10</td>
<td>.018 ± .000</td>
<td>.061 ± .000</td>
<td>734 ± .000</td>
<td>734 ± .000</td>
<td>734 ± .000</td>
<td>.321 ± .000</td>
</tr>
<tr>
<td>Medical</td>
<td>10</td>
<td>.018 ± .000</td>
<td>.064 ± .000</td>
<td>734 ± .000</td>
<td>734 ± .000</td>
<td>734 ± .000</td>
<td>.321 ± .000</td>
</tr>
<tr>
<td>Corel5K</td>
<td>10</td>
<td>.151 ± .000</td>
<td>.151 ± .000</td>
<td>734 ± .000</td>
<td>734 ± .000</td>
<td>734 ± .000</td>
<td>.321 ± .000</td>
</tr>
<tr>
<td>Delicious</td>
<td>10</td>
<td>.289 ± .000</td>
<td>.289 ± .000</td>
<td>610 ± .000</td>
<td>688 ± .000</td>
<td>706 ± .000</td>
<td>.698 ± .000</td>
</tr>
</tbody>
</table>

Experiments

Settings

PML is a new learning framework, and there is no method can be directly applied to PML problems. To examine the effectiveness of the proposed algorithms PML-\(t_c\) and PML-\(f_p\), we compare with multi-label learning methods, which regard all candidate labels as relevant. The following state-of-art methods are compared: RankSVM (Elisseeff and Weston
For PML-lc, the label correlation is extracted according to the method in (Diplaris et al. 2005). For PML-fp, the feature prototype is defined by averaging features of training instances associated with a specific label. For both PML-fp and PML-lc, $C_1$ is fixed to 1 as default on all datasets. $C_2$ is selected from \{1, 2, \ldots, 10\}, and $C_3$ is selected from \{1, 10, 100\} with regard to the performance on hamming loss. The influences of parameters are presented in the following content. For other methods, parameters are selected as suggested in the corresponding literatures.

There are different criteria for evaluating the performances of multi-label learning. In our experiments, we employ five commonly used criteria hamming loss, one error, coverage, ranking loss and average precision. More details about these criteria can be found in (Zhang and Zhou 2014).

We perform the experiments on seven datasets. These data sets spanned a broad range of applications: corel5k for image annotation, CAL500 and emotions for music classification, yeast for gene function prediction, genbase for protein classification, medical for text categorization and delicious for web categorization. For each data set, several statistics are used to depict its characteristics. Specifically, we illustrate number of instances, number of classes, number of candidate labels and domain for each data set at Table 1. Here number of candidate labels lists some options for the size of candidate label set. For each instance, we randomly pick some irrelevant labels to construct the candidate set with ground-truth labels. We also did some pre-processing to facilitate the partial labeling. Specifically, rare labels are filtered out to keep at most 15 labels, and instances without any relevant label are filtered out.

### Results

Due to page limit, we cannot report all results with every possible size of the candidate label set. Instead, we report the detailed results for a specific candidate set size (the median of all optional sizes), and the statistical results for all optional set sizes. Specifically, the median set size is 4 for emotions and 10 for the other datasets.

The detailed results are presented in Table 2. When comparing the PML approach (either PML-ic or PML-fp) with other methods, our algorithms show significant superiority. They achieve the best performance in most cases. PML-ic and PML-fp are comparable with each other. Among the four compared multi-label approaches, LIFT shows some superiority, and achieves the best performance of 2 criteria on CAL500 and 3 criteria on corel5k, while loses for the other cases. It is worth noting that our PML methods simply use a linear model for each label. It is expected to achieve better performance if more powerful base models are used.

In addition, we performed experiments with all possible sizes of the candidate label set. PML-ic and PML-fp are compared with other methods on each data set with respect to each criterion. Statistical significance is examined with pairwise t-test at 95% significance level. Table 3 summarizes the win/tie/loss counts of our methods versus the other methods.

The results show that our methods outperform the others with varied sizes of candidate label set. PML-ic and PML-fp are still significantly better than other approaches in most cases. One exception is on the smallest dataset CAL500, where LIFT outperforms our methods over 3 criteria. This is probably because that there is too few training examples to recover the structure information. PML-ic and PML-fp are comparable on most datasets except for the corel5k, on which PML-ic is outperformed by PML-fp along with ML-kNN and LIFT. One possible reason that PML-ic performs worse on image data is that the average number of instances associated with each label is relatively small on the image data, and thus the estimated label correlation based on co-occurrence may be less accurate.

At last, we study the influence of the trade-off parameters on the performances of PML-ic and PML-fp. While $C_1$ is fixed to 1 as default, we plot the performance curve in Fig. 2 as the parameters $C_2$ and $C_3$ change. Specifically, Fig. 2 (a) presents the performances of PML-ic when $C_2$ changes from 1 to 10 with step size of 1, and Fig. 2 (b) presents the performances of PML-fp when $C_3$ changes among \{1, 10, 100\}. As we can see, in general the performance is not sensitive to the parameters.
Table 3: Win/tie/loss counts (pairwise t-test at 95% significance level) on five multi-label learning criteria: Hamming loss, Ranking loss, One error, Coverage and Average precision of PML-lc and PML-fp against each comparing algorithm with different candidate set sizes.

<table>
<thead>
<tr>
<th>Data</th>
<th>PML-lc versus PML-fp</th>
<th>PML-fp versus PML-lc</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Hamming loss</td>
<td>Ranking loss</td>
</tr>
<tr>
<td></td>
<td>(the smaller, the better)</td>
<td>(the smaller, the better)</td>
</tr>
<tr>
<td>Emotions</td>
<td>2/1/0 3/0/0 3/0/0 3/0/0 3/0/0</td>
<td>0/1/2 3/0/0 3/0/0 3/0/0 3/0/0</td>
</tr>
<tr>
<td>Yeast</td>
<td>2/2/4 8/0/0 8/0/0 8/0/0 7/1/0</td>
<td>4/2/2 8/0/0 8/0/0 8/0/0 7/1/0</td>
</tr>
<tr>
<td>CAL500</td>
<td>3/3/2 8/0/0 7/0/1 7/0/1 7/0/1</td>
<td>2/3/3 8/0/0 7/0/1 7/1/0 7/1/0</td>
</tr>
<tr>
<td>Genbase</td>
<td>2/3/3 8/0/0 8/0/0 8/0/0 8/0/0</td>
<td>3/3/2 8/0/0 8/0/0 8/0/0 8/0/0</td>
</tr>
<tr>
<td>Medical</td>
<td>5/1/2 8/0/0 8/0/0 8/0/0 8/0/0</td>
<td>2/1/5 8/0/0 8/0/0 8/0/0 8/0/0</td>
</tr>
<tr>
<td>Corel5K</td>
<td>0/0/8 8/0/0 8/0/0 8/0/0 8/0/0</td>
<td>8/0/0 8/0/0 8/0/0 8/0/0 8/0/0</td>
</tr>
<tr>
<td>Delicious</td>
<td>4/3/1 8/0/0 8/0/0 8/0/0 8/0/0</td>
<td>1/3/4 8/0/0 7/0/1 8/0/0 7/0/1</td>
</tr>
<tr>
<td>Emotions</td>
<td>5/0/0 3/0/0 3/0/0 3/0/0 3/0/0</td>
<td>4/0/3 3/0/0 3/0/0 3/0/0 3/0/0</td>
</tr>
<tr>
<td>Yeast</td>
<td>5/2/1 8/0/0 8/0/0 7/0/1 5/2/1</td>
<td>1/2/5 8/0/0 8/0/0 7/0/1 4/0/4</td>
</tr>
<tr>
<td>CAL500</td>
<td>0/7/1 8/0/0 8/0/0 8/0/0 1/1/6</td>
<td>1/7/0 8/0/0 8/0/0 8/0/0 1/1/6</td>
</tr>
<tr>
<td>Genbase</td>
<td>2/2/4 8/0/0 8/0/0 8/0/0 8/0/0</td>
<td>4/2/2 8/0/0 8/0/0 8/0/0 8/0/0</td>
</tr>
<tr>
<td>Medical</td>
<td>1/6/1 6/1/1 8/0/0 8/0/0 6/0/2</td>
<td>1/6/1 6/0/2 8/0/0 8/0/0 6/0/2</td>
</tr>
<tr>
<td>Corel5K</td>
<td>0/0/8 8/0/0 7/0/1 0/0/8 0/0/8</td>
<td>8/0/0 8/0/0 8/0/0 7/0/1 4/0/4</td>
</tr>
<tr>
<td>Delicious</td>
<td>4/3/1 8/0/0 8/0/0 8/0/0 6/0/2</td>
<td>1/3/4 8/0/0 8/0/0 8/0/0 6/0/2</td>
</tr>
<tr>
<td>Emotions</td>
<td>2/0/1 3/0/0 2/0/1 3/0/0 3/0/0</td>
<td>1/0/2 3/0/0 2/0/1 3/0/0 3/0/0</td>
</tr>
<tr>
<td>Yeast</td>
<td>4/1/3 8/0/0 7/0/1 6/0/2 6/1/1</td>
<td>3/1/4 8/0/0 8/0/0 6/0/2 7/0/1</td>
</tr>
<tr>
<td>CAL500</td>
<td>4/1/3 8/0/0 7/0/1 5/0/3 5/0/5</td>
<td>3/1/4 8/0/0 7/1/0 5/0/3 2/0/6</td>
</tr>
<tr>
<td>Genbase</td>
<td>3/2/3 8/0/0 8/0/0 8/0/0 8/0/0</td>
<td>3/2/3 8/0/0 8/0/0 8/0/0 8/0/0</td>
</tr>
<tr>
<td>Medical</td>
<td>6/0/2 8/0/0 8/0/0 8/0/0 6/1/1</td>
<td>2/0/6 8/0/0 8/0/0 8/0/0 6/1/1</td>
</tr>
<tr>
<td>Corel5K</td>
<td>0/0/8 8/0/0 7/0/1 2/0/6 0/0/8</td>
<td>8/0/0 8/0/0 7/0/1 7/0/1 5/0/3</td>
</tr>
<tr>
<td>Delicious</td>
<td>4/1/3 8/0/0 8/0/0 8/0/0 6/0/2</td>
<td>3/1/4 8/0/0 8/0/0 8/0/0 6/0/2</td>
</tr>
<tr>
<td>Emotions</td>
<td>3/0/0 3/0/0 3/0/0 3/0/0 3/0/0</td>
<td>0/0/3 3/0/0 3/0/0 3/0/0 3/0/0</td>
</tr>
<tr>
<td>Yeast</td>
<td>5/1/2 8/0/0 8/0/0 7/0/1 5/0/3</td>
<td>2/1/5 8/0/0 8/0/0 6/0/2 5/0/3</td>
</tr>
<tr>
<td>CAL500</td>
<td>0/7/1 8/0/0 8/0/0 8/0/0 6/0/2</td>
<td>1/7/0 8/0/0 8/0/0 8/0/0 6/0/2</td>
</tr>
<tr>
<td>Genbase</td>
<td>1/5/2 8/0/0 8/0/0 8/0/0 8/0/0</td>
<td>2/5/1 8/0/0 8/0/0 8/0/0 8/0/0</td>
</tr>
<tr>
<td>Medical</td>
<td>1/4/3 7/0/1 8/0/0 8/0/0 6/0/2</td>
<td>3/4/1 6/0/2 8/0/0 8/0/0 6/0/2</td>
</tr>
<tr>
<td>Corel5K</td>
<td>0/0/8 8/0/0 7/0/1 0/0/8 0/0/8</td>
<td>8/0/0 8/0/0 8/0/0 7/0/1 3/0/5</td>
</tr>
<tr>
<td>Delicious</td>
<td>4/3/1 7/0/1 8/0/0 8/0/0 8/0/0</td>
<td>1/3/4 7/0/1 8/0/0 8/0/0 8/0/0</td>
</tr>
<tr>
<td>Emotions</td>
<td>3/0/0 3/0/0 2/0/1 3/0/0 3/0/0</td>
<td>0/0/3 3/0/0 2/0/1 3/0/0 3/0/0</td>
</tr>
<tr>
<td>Yeast</td>
<td>3/2/3 8/0/0 8/0/0 7/0/1 5/1/2</td>
<td>3/2/3 8/0/0 8/0/0 7/0/1 5/1/2</td>
</tr>
<tr>
<td>CAL500</td>
<td>2/4/2 8/0/0 7/1/0 6/0/2 0/2/6</td>
<td>2/4/2 8/0/0 8/0/0 6/0/2 0/2/6</td>
</tr>
<tr>
<td>Genbase</td>
<td>2/3/3 8/0/0 8/0/0 8/0/0 8/0/0</td>
<td>3/3/2 8/0/0 8/0/0 8/0/0 8/0/0</td>
</tr>
<tr>
<td>Medical</td>
<td>4/2/2 8/0/0 8/0/0 8/0/0 6/0/2</td>
<td>2/2/2 8/0/0 8/0/0 8/0/0 6/0/2</td>
</tr>
<tr>
<td>Corel5K</td>
<td>0/0/8 8/0/0 7/0/1 0/0/8 0/0/8</td>
<td>8/0/0 8/0/0 7/1/0 7/0/1 4/1/3</td>
</tr>
<tr>
<td>Delicious</td>
<td>3/5/0 8/0/0 8/0/0 8/0/0 6/0/2</td>
<td>0/5/3 8/0/0 8/0/0 8/0/0 6/0/2</td>
</tr>
</tbody>
</table>

Conclusion

In this paper, we propose a new learning framework named partial multi-label learning (PML), where each instance is associated with a set of candidate labels. A confidence value is defined for each candidate label to estimate how likely it is a ground-truth label. By minimizing the confidence weighted ranking loss and exploiting data structure information, the classification model along with the ground-truth confidence are optimized in a unified framework. Experiments are performed on various datasets, and results validate that the proposed approaches are superior to state-of-the-art multi-label approaches. In the future, we plan to improve the PML algorithms by incorporating domain knowledge and designing more advanced classification models.
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