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Abstract

Impressive image captioning results (i.e., an objective description for an image) are achieved with plenty of training pairs. In this paper, we take one step further to investigate the creation of narrative paragraph for a photo stream. This task is even more challenging due to the difficulty in modeling an ordered photo sequence and in generating a relevant paragraph with expressive language style for storytelling. The difficulty can even be exacerbated by the limited training data, so that existing approaches almost focus on search-based solutions. To deal with these challenges, we propose a sequence-to-sequence modeling approach with reinforcement learning and adversarial training. First, to model the ordered photo stream, we propose a hierarchical recurrent neural network as story generator, which is optimized by reinforcement learning with rewards. Second, to generate relevant and story-style paragraphs, we design the rewards with two critic networks, including a multi-modal and a language-style discriminator. Third, we further consider the story generator and reward critics as adversaries. The generator aims to create indistinguishable paragraphs to human-level stories, whereas the critics aim at distinguishing them and further improving the generator by policy gradient. Experiments on three widely-used datasets show the effectiveness, against state-of-the-art methods with relative increase of 20.2% by METEOR. We also show the subjective preference for the proposed approach over the baselines through a user study with 30 human subjects.

Introduction

Creating a narrative paragraph from an ordered photo stream poses a fundamental challenge to the research on both computer vision and natural language processing. In this paper, we refer to this task as “visual storytelling”, which can specifically generate one natural language sentence for each photo. This is challenging because of the difficulty in fully understanding the visual clues and the relation from photo streams, and the difficulty in generating the paragraph with expressive language style for storytelling.

Existing researches have focused more on visual captioning (Vinyals et al. 2015; Xu et al. 2015; Venugopalan et al. 2015) and paragraphing (Krause et al. 2017) for a single image or a short video clip. These works often adopt the paradigm for integrating Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs). Although significant results have been achieved by training with plenty of image-caption pairs, these works can only generate objective descriptions for a single image or a video clip, which are far from narrative creations.

In this paper, we take one step further to investigate the creation of narrative paragraph for a photo stream. Existing works on this task mainly focus on search-based solutions by cross-modality embedding and ranking, because of the limited training data (Park and Kim 2015; Liu et al. 2017). However, these works cannot generate appropriate and emotional stories for new photo streams from personal media collections (e.g., Flickr.com or albums on the phone), which makes storytelling still largely unexplored.

In particular, the challenges of visual storytelling can be
summarized as follows. First, different from single image captioning/paraphrasing, visual storytelling targets at modeling an ordered photo sequence and further decoding the joint visual embedding into consistent sentences. Second, as an aphorism goes “a thousand Hamlets in a thousand people’s eyes”, stories in existing datasets (Huang et al. 2016) can be relevant but diverse to a photo stream. Existing search-based works assume neighborhood preserving property in training (Hadsell, Chopra, and LeCun 2006), i.e., the same image should share similar semantic descriptions, which are hard to converge in storytelling. As in Figure 1, although the paragraphs from two human annotators are relevant to the photo stream, these stories have different meanings from each other. Third, storytelling prefers expressive language style, instead of objective descriptions, which poses grand challenges for the learning of story generators. For example, the emotional words like “had so much fun” and the clauses like “it would be great if” often appear in vivid paragraphs. Even worse, this challenge can further be exacerbated by the limited training data in storytelling.

To generate a narrative paragraph for a photo stream, we propose a sequence-to-sequence modeling approach with reinforcement learning and adversarial training as in Figure 2. First, to model the ordered photo stream, we propose a hierarchical recurrent neural network as story generator, which is optimized by reinforcement learning with rewards. Such a design ensures that the complex visual clues can be captured and a coherent story can be further produced. Note that the hierarchical RNN can sequentially generate sentences by feeding the ordered visual content which has been observed from a photo stream. Second, to generate relevant and story-style paragraphs, we design the rewards with two critic networks, including a multi-modal discriminator and a language-style discriminator. The multi-modal critic determines whether a photo stream and its generated narrative paragraph are semantically relevant. The language-style critic determines whether the generated paragraph is compliant with a human-level story. As the discriminators are designed as triple classifiers, the optimization can be readily to converge with limited training data. Third, to further enhance the capability for storytelling, we propose to use an adversarial training strategy to update the generator and the discriminators in an iterative way. Specifically, the generator aims to create relevant and expressive paragraphs which can be indistinguishable to human-level stories, whereas critics aim at distinguishing them and providing sustainable rewards to further improve the generator by policy gradient.

To the best of our knowledge, this is the first attempt on storytelling by generative models with adversarial training. The main contributions can be summarized as follows:

- We propose a novel reinforcement learning framework with two discriminators as rewards for visual storytelling, which enables the hierarchical generative model to generate relevant and story-style narrative paragraphs.
- We propose to use an adversarial training strategy to further improve the capability for storytelling, which makes the learning of the story generator and the discriminators in a mutually reinforced way.
- We conduct extensive experiments on the three storytelling datasets (Park and Kim 2015; Huang et al. 2016) and achieve superior performance over state-of-the-art methods for all the metrics.

Related Work

In this section, we review related works along three main dimensions: visual captioning, paraphrasing, and storytelling.

Visual Captioning

In early works (Farhadi et al. 2010; Hodosh, Young, and Hockenmaier 2013; Karpathy, Joulin, and Li 2014), the visual captioning problem is treated as a ranking task, which retrieves existing captions from the
database for the given images and hence cannot provide suitable descriptions for new images. Later works try to overcome the problem by template filling (Kulkarni et al. 2011) or adopting the paradigm for integrating Convolutional Neural Network (CNN) and Recurrent Neural Network (RNN) (Chen and Lawrence Zitnick 2015; Donahue et al. 2015; You et al. 2016). Multiple instance learning has been introduce to help improve captioning in recent works (Yao et al. 2017) for its outstanding performance in tasks like classification (Qi et al. 2007; Li and Tang 2017). Similar models have been successfully applied to video captioning (Donahue et al. 2015; Yao et al. 2015), which can also be improved by incorporating video concept detection (Zha et al. 2007).

Visual Paragraphing Hierarchical neural networks are utilized to produce more detailed and coherent paragraph descriptions for images and short video clips (Yu et al. 2016; Krause et al. 2017). The method proposed by (Yu et al. 2016) leverages the strong temporal dependencies to generate multi-sentence descriptions for cooking videos. A hierarchical recurrent neural network proposed by (Krause et al. 2017) is more related to our work. It generates paragraphs for the images by combining the sentences generated for specific regions. Our method differs from this in the encoding phase and the direct transmission of the encoded feature in the decoding phase.

Visual Storytelling The pioneering work was done by (Park and Kim 2015) to explore the description task for image streams. It chooses the most suitable sentence combinations for image streams, considering both the fitness of image-sentence pairs and the sentence coherence. An attention based RNN with a skip gated recurrent unit (Liu et al. 2017) is designed to leverage the semantic relation between photo streams and narrative paragraphs. These works focus on search-based solutions hence are restricted to the scale of the database. The generative model proposed by (Huang et al. 2016) is the naturally extension of image captioning model and regards the whole story as a long caption. Due to vanishing gradients, such a model lack the ability to model the complex paragraph structures. The proposed model applies the hierarchical architecture to solve the problem and leverages two discriminators to ensure the capability of the hierarchical generative model to generate relevant and expressive narrative paragraphs.

Approach

In order to generate relevant and story-style narrative paragraphs, we propose a sequence-to-sequence modeling approach with reinforcement learning and adversarial training as in Figure 2. The proposed method incorporates a hierarchical story generator and two discriminators into a unified framework. The story generator is regarded as an agent which is responsible for taking actions (i.e., generating words) and is further updated by policy gradient with the guidance of rewards. The discriminators conduct evaluation on the actions and provide rewards for the generator.

Hierarchical Story Generator as an Agent

Hierarchical Story Generator In order to reduce the difficulty for RNNs to learn from paragraph structures (i.e. stories), we propose a hierarchical sequence-to-sequence generative model to decompose the image streams and the long paragraphs into single images and shorter sentences. The generative model includes two RNNs, one of which acts as the image encoder and the other is the sentence decoder. The image encoder sequentially embeds image features and integrates all the visual clues observed, whereas the sentence decoder generates sequences of words.

We build both encoder and decoder on Gated Recurrent Units (GRUs) (Cho et al. 2014). Given an image stream $x$, we first extract the CNN feature $x_n (n \in 1, \ldots, N)$ of each image. At each time step, the image encoder orderly takes $x_n$ as input and sequentially produces the hidden state $h_n$, which is regarded as the embedded image feature and has integrated the visual information from all the images that have been observed. Once the hidden state $h_n$ is obtained, the sentence decoder takes it as the initial state and generates a sequence of words $y_n = [y_{n,1}, \ldots, y_{n,T}]$ with length $T$. Finally, after all the corresponding sentences to the images in the stream are produced, the complete story $y = [y_{1}, \ldots, y_{N}]$ is obtained by concatenating the generated sentences.

Generator as an Agent When the hierarchical story generator is viewed as an agent, all the parameters $\theta$ of the generator define a policy $p_{\theta}(y_{n,t}|x_{1:n}; y_{n,1:t-1})$, according to which sequences of actions are taken, where $x_{1:n}$ is a sequence of $n$ images $[x_{1}, \ldots, x_{n}]$ and $y_{n,1:t-1}$ is the partial description generated in the past time steps for the current image $x_n$. In the reinforcement learning framework, the generator is guided with rewards and the rewards will not be computed until the generation of the end token or the last word of the maximum sequence length. The calculation of the reward will be introduced in the next section. Given the reward $R(y_n)$, our goal is to minimize the negative loss function:

$$L(\theta) = - \sum_{n=1}^{N} \sum_{t=1}^{T} p_{\theta}(y_{n,t}|x_{1:n}; y_{n,1:t-1})R(y_n)$$

(1)

We use the expression with $K$ sample paths $y^k \sim p_{\theta}$ to approximate the above expectation of the reward:

$$L(\theta) \approx \frac{1}{K} \sum_{k=1}^{K} L_k(\theta),$$

(2)

$$L_k(\theta) = - \sum_{n=1}^{N} R(y^k_n), y^k_n \sim p_{\theta}. $$

(3)

In practice, we simply set $K = 1$, which means that a single sample is taken.
Policy Gradient To compute the gradient $\nabla_{\theta} L(\theta)$, we refer to (Williams 1992; Zaremba and Sutskever 2015; Rennie et al. 2016) to apply the REINFORCE algorithm and get the gradient:

$$\nabla_{\theta} L(\theta) = - \sum_{n=1}^{N} \sum_{t=1}^{T} p_{\theta}(y_{n,t}|x_{1:n}; y_{1:t-1}) \times R(y_{n}) \nabla_{\theta} \log p_{\theta}(y_{n,t}|x_{1:n}; y_{1:t-1})$$

(4)

The approximate gradient with K sample paths can be written as:

$$\nabla_{\theta} L(\theta) \approx - \frac{1}{K} \sum_{k=1}^{K} \sum_{n=1}^{N} \sum_{t=1}^{T} R(y_{n}^{k}) \nabla_{\theta} \log p_{\theta}(y_{n,t}^{k}|x_{1:n}; y_{1:t-1}^{k})$$

(5)

Since we use a single Monte-Carlo sample $y_{k}^{k} \sim p_{\theta}$ in practice, the gradient estimator may suffer from large variance. To decrease the variance, follow (Zaremba and Sutskever 2015), we apply the reward baseline and estimate it with the expectation reward of the current generator. The approximate gradient with baseline $b$ is:

$$\nabla_{\theta} L(\theta) \approx - \frac{1}{K} \sum_{k=1}^{K} \sum_{n=1}^{N} \sum_{t=1}^{T} R(y_{n}^{k}) \nabla_{\theta} \log p_{\theta}(y_{n,t}^{k}|x_{1:n}; y_{1:t-1}^{k}) - R(y_{n}^{k}) b$$

(6)

(7)

where $s_{n,t}$ is the input of softmax. According to (Zaremba and Sutskever 2015), the approximate partial derivative with a baseline $b$ is given by

$$\frac{\partial L(\theta)}{\partial s_{n,t}} \approx (R(y_{n}^{k}) - b)(p_{\theta}(y_{n,t}^{k}|h_{n,t}) - 1_{y_{n,t}})$$

(8)

Discriminators Provide Rewards

A good narrative paragraph has two significant factors: (1) the narrative paragraph should be relevant to the photo stream. (2) the narrative paragraph should resemble human-level stories in language style. According to the two factors, the multi-modal discriminator and the language-style discriminator are designed to provide rewards for the separate sentences and the whole paragraph, respectively.

Multi-modal Discriminator In order to estimate the relevance between image $x_{n}$ and the generated sentence $y_{n}$, the Multi-modal Discriminator $D^{m}$ is trained to classify $(x_{n}, y_{n})$ into three classes, denoted as paired, unpaired and generated, respectively. The $D^{m}$ model includes a fusion mechanism similar to (Antol et al. 2015; Li et al. 2015) and a classifier that has a simple structure of a fully connected layer followed by a softmax layer as follows,

$$v_{x_{n}} = W_{x} \cdot x_{n} + b_{x}, \quad \text{(9)}$$

$$v_{y_{n}} = W_{y} \cdot \text{LSTM}_{\eta}(y_{n}) + b_{y}, \quad \text{(10)}$$

$$f_{n} = \tanh(v_{x_{n}}) \circ \tanh(v_{y_{n}}), \quad \text{(11)}$$

$$C^{m}_{n} = \text{softmax}(W_{m} \cdot f_{n} + b_{m}), \quad \text{(12)}$$

where $W_{x}, b_{x}, \eta_{x}, W_{y}, b_{y}, W_{m}, b_{m}$ are parameters to be learned. First, in Eqn. 9 and Eqn. 10, the single image $x_{n}$ is embedded by a linear layer and the sentence $y_{n}$ is put into a Long-short Term Memory network (LSTM) word by word to get the sentence vector. Then, in Eqn. 11, the embedded image feature $v_{x_{n}}$ and the sentence vector $v_{y_{n}}$ are fused by the fusion mechanism via an element-wise multiply operation. Finally, the classifier takes the fused vector $f_{n}$ as input and produces probability $C^{m}_{n}(c|x_{n}, y_{n})$, where $c \in \{paired, unpaired, generated\}$. The probability $C^{m}_{n}(paired|x_{n}, y_{n})$ indicates how likely the image and the generated sentence are related to each other.

Language-style Discriminator In order to determine whether the generated paragraph is compliant with a human-level story, the Language-style Discriminator $D^{s}$ is trained to differentiate three classes: ground truth stories ($gt$), random combinations of ground truth sentences ($random$) and the generated narrative paragraphs ($generated$). The $D^{s}$ model is composed of an encoder and a classifier as follows,

$$v_{p} = \text{LSTM}_{\phi}(p), \quad \text{(13)}$$

$$C^{s} = \text{softmax}(W_{p} \cdot v_{p} + b_{p}), \quad \text{(14)}$$

where $p = [p_{1}, ..., p_{N}]$ denotes the paragraph embedding and $\phi_{p}, W_{p}, b_{p}$ are parameters to be learned. In Eqn. 13, the encoder is a single layer LSTM that recurrently takes the sentence embeddings $\overline{p}_{n}$ of a paragraph as input and produces the last hidden state $v_{p}$ as the encoded paragraph vector. The sentence embedding $\overline{p}_{n}$ here is the average of the sentence words’ embeddings. The encoded paragraph vector $v_{p}$ is then put into a classifier as in Eqn. 14 to compute the probability $C^{s}(gt|y)$, which indicates how likely the paragraph is a real story. All the sentences in the paragraph share the same probability score, namely $C^{s}_{n}(gt|y) = C^{s}(gt|y)$.

Reward Function Based on the above two probability scores, the reward function for sentence $y_{n}$ is defined as

$$R(y_{n}) = \lambda C^{m}_{n}(paired|x_{n}, y_{n}) + (1 - \lambda) C^{s}_{n}(gt|y). \quad \text{(15)}$$

The contribution of the two discriminators is controlled by the tradeoff parameter $\lambda$.

Adversarial Training

To further enhance the capability for storytelling, we use an adversarial training strategy to iteratively update the generator and the discriminators. Before adversarial training, we pre-train the generator with cross entropy loss on the training data. This operation is important because it provides a much better policy for us.

Given an image stream $x$, the generator generates a narrative paragraph $y = [y_{1}, ..., y_{N}]$ which is expected to
have large reward $R(y_i) = \sum_{n=1}^{N} R(y_n | \cdot)$, namely large $C^m_{\text{paired}}(x_n, y_n)$ for N sentences and large $C^a(gt|y)$ for the whole story. At the same time, the discriminators try to distinguish between the generated narrative paragraphs and human-level stories. That is to say, when the generator provides a paragraph, the discriminators attempt to increase the probabilities $C^m_{\text{paired}}(x_n, y_n)$ and the probability $C^a(gt|y)$. The adversarial training strategy further improves the capability for the generative model to generate relevant and story-style narrative paragraphs.

**Experiment**

In this section, we conduct experiments on three widely-used visual storytelling datasets and present the comparisons with some state-of-the-art methods.

**Datasets**

**SIND**  SIND (Huang et al. 2016) is the first dataset which is created for the sequential vision-to-language task and includes 20057 sequences with 50200 stories. The image sequences are collected from Flickr with several event titles as searching keywords and then annotated by Amazon’s Mechanical Turk (AMT). Each story has 5 images and 5 corresponding descriptions. The 50200 stories have been split into three parts, 40155 for training, 4990 for validation and 5055 for testing, respectively.

**Disney**  Disney (Park and Kim 2015) is collected from blog posts with “Disneyland” as searching topic. There are 11863 blog posts and 78467 images in total. Following (Park and Kim 2015), we take 80% for training, 10% for validation and 10% for testing, respectively.

**NYC**  NYC (Park and Kim 2015) is collected from blog posts with “NYC” as searching topic. In total, there are 11863 blog posts and 78467 images, in which 80% are used for training, 10% for validation and 10% for testing as in (Park and Kim 2015).

**Metrics**

To quantitatively evaluate all the models, we adopt three popular metrics in vision-to-language tasks: BLEU@N (Papineni et al. 2002), CIDEr-D (Vedantam, Lawrence Zitnick, and Parikh 2015) and METEOR (Lavie 2014). We use the codes \(^1\) released by Microsoft COCO Evaluation Server to compute all the metrics (Chen et al. 2015).

**Compared Methods**

We compare the proposed storytelling model with four related approaches to evaluate the quantitative results. One of them is the narrative paragraph generation model and the others are three of the most popular methods for image/video captioning and paragraphing. We also compare the proposed method with the generative model and two search-based methods for user study.

**Sentence-Concat** (Vinyals et al. 2015): Sentence-Concat is a popular image caption model which leverages CNN-RNN framework to generate captions for single images.

**Story-Flat** (Huang et al. 2016): Story-Flat is a basic sequence-to-sequence model, which resembles the encoder-decoder model in machine translation. Story-Flat has two RNNs, one of which acts as an encoder to encode the image sequences and the other acts as a decoder to generate the whole story word by word.

**S2VT** (Venugopalan et al. 2015): S2VT, which is known as Sequence to Sequence-Video to Text model, utilizes stacked LSTM to generate descriptions for video clips.

**Regions-Hierarchical** (Krause et al. 2017): Regions-Hierarchical is a hierarchical recurrent neural network which generates paragraphs for single images by producing sentences for each region in images.

**CRCN** (Park and Kim 2015): CRCN leverages CNN, RNN and an entity-based local coherence model to learn the semantic relations between long streams of images and texts.

**BARNN** (Liu et al. 2017): BARNN is an attention based RNN with a skip-gated recurrent unit which leverages the semantic relation between photo streams and stories.

Note that as the models from image/video captioning and paragraphing cannot be directly applied to our task, we make minor changes to adapt these methods to our task. For Sentence-Concat, the sentences corresponding to the images in a story are concatenate to be a paragraph. For S2VT, We keep the stacked LSTM structure, treat the images in a sequence as frames in a video clip and generate the whole story for the photo stream. As the features of different regions are pooled and mapped as the topic vector for the sentence RNN in Regions-Hierarchical, we similarly average the image features in the sequences.

**Experimental settings**

For SIND dataset, we evaluate all the methods on the whole validation set for a fair comparison. For Disney and NYC, we process the blog data according to the procedures stated as follows. Given an image, we aim to represent the corresponding description with the most relevant sentence. First, three most relevant labels obtained from VGGNet (Simonyan and Zisserman 2015) are concatenated as the representation of the image content. Then, the pre-trained skip-thought model (Kiros et al. 2015) is utilized to extract the 4800-dim vectors for the image content representation and the blog sentences, respectively. Finally, the cosine distance is computed and the nearest sentence to the image is selected to form an image-sentence pair together with the corresponding image. Similar to (Huang et al. 2016), we fix the image sequence length $N = 5$. Those sequences with the length less than 5 are dropped and longer sequences are decomposed to one or more. When performing evaluation on Disney and NYC, the only metric METEOR is taken for the reason that METEOR is proved to be better than CIDEr-D in the small references case and superior to BLEU@N all the time (Vedantam, Lawrence Zitnick, and Parikh 2015).

For all the compared methods, same VGG16 fc7 features are taken as representations of images. Single-layer GRUs with 1000 dimensions are applied for all methods except Regions-Hierarchical (Krause et al. 2017). We keep the two-layer LSTM for word RNN in Regions-Hierarchical and set

\(^1\)https://github.com/tylin/coco-caption
the hidden size $H = 500$. The two discriminators are both implemented as a single-layer LSTM with 512 dimensions.

Before adversarial training, we pre-train the generator on the whole training set with the cross entropy loss. We use ADAM optimizer with the initial learning rate set to $5 \times 10^{-3}$. Schedule sampling (Bengio et al. 2015) and batch normalization (Ioffe and Szegedy 2015) are applied for mitigating the exposure bias and stable training respectively. We select the best model according to the validation performance and use it as the initial model for adversarial training.

In the adversarial training phase, we take ADAM optimizer with the learning rate being reduced to $5 \times 10^{-5}$. The two discriminators are both trained from scratch.

Main Results

Comparison with Baseline methods Experiment results for storytelling on the three datasets are shown in Table 1, 2 and 3. The results on all metrics show that our proposed model greatly outperforms all the baselines. As expected, the proposed method which applies hierarchical RNN exhibits better performance than Story-Flat and S2VT, which use a flat structure and treat the story as a long caption. This indicates the effectiveness of the hierarchical model that learns from the long paragraph structures. Further more, the proposed method using not only hierarchical RNNs but also discriminators leads to a performance boost against Ours (w/o two D), which denotes that no discriminators are used. This clearly demonstrates the effectiveness of the discriminators that impose the sequence-to-sequence relevance and the story-style to the paragraph generator. There is a performance gap between Regions-Hierarchical and the proposed method. Despite the similar hierarchical architecture, the Regions-Hierarchical model performs not good. This is because the pooling operation for image features has destroyed the complex relation between images.

Figure 3 shows some qualitative results from the proposed model and example stories from groundtruth. The words in same colors indicate the correct semantic matches between the generated narratives and those from ground truth. [Best viewed in color]

Table 1: The compared results (%) on SIND in terms of six language metrics.

<table>
<thead>
<tr>
<th>Method</th>
<th>METEOR</th>
<th>CIDEr</th>
<th>BLEU-1</th>
<th>BLEU-2</th>
<th>BLEU-3</th>
<th>BLEU-4</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentence-Concate (Vinyals et al. 2015)</td>
<td>10.52</td>
<td>8.45</td>
<td>38.28</td>
<td>18.20</td>
<td>8.73</td>
<td>4.17</td>
</tr>
<tr>
<td>Story-Flat (Huang et al. 2016)</td>
<td>10.25</td>
<td>6.84</td>
<td>36.53</td>
<td>16.52</td>
<td>7.50</td>
<td>3.50</td>
</tr>
<tr>
<td>S2VT (Venugopalan et al. 2015)</td>
<td>9.81</td>
<td>6.76</td>
<td>34.44</td>
<td>15.99</td>
<td>7.54</td>
<td>3.64</td>
</tr>
<tr>
<td>Regions-Hierarchical (Krause et al. 2017)</td>
<td>9.97</td>
<td>6.51</td>
<td>34.92</td>
<td>16.00</td>
<td>7.69</td>
<td>3.70</td>
</tr>
</tbody>
</table>

Ours (w/o two D)         | 11.03  | 9.79  | 40.88  | 19.50  | 9.31   | 4.49   |
Ours (w/o language-style D) | 12.19  | 10.99 | 43.04  | 21.07  | 9.67   | 4.81   |
Ours (w/o multi-modal D)  | 11.15  | 10.69 | 41.07  | 19.77  | 9.67   | 4.81   |
Ours                          | 12.32  | 11.35 | 43.40  | 21.35  | 10.40  | 5.16   |

Study of Discriminators In order to evaluate the two discriminators, we decompose our design of discriminators and conduct experiments respectively utilizing only one of them. Results are shown in table 1, with Ours (w/o language-style D) denoting using only multi-modal discriminator and Ours (w/o multi-modal D) denoting using only language-style discriminator. Using only multi-modal discriminator brings significant improvement, which verifies that the stronger discriminator, we will use more unpaired story data from book corpus (e.g., (Zhu et al. 2015)) to improve the language-style discriminator. Finally, the two discriminators together achieve the best performance across all metrics.

Parameter Sensitivity Analysis Figure 4 shows the effect of the tradeoff parameter $\lambda$. All metric values are normalized as follows,

$$m'_\lambda = \frac{m_\lambda - \min_\lambda \{m_\lambda\}}{\min_\lambda \{m_\lambda\}}$$

where $m_\lambda$ and $m'_\lambda$ are the metric values before and after normalized, respectively.
Table 2: Disney dataset (METEOR in %, higher is better).

<table>
<thead>
<tr>
<th>Method</th>
<th>METEOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentence-Concate (Vinyals et al. 2015)</td>
<td>8.01</td>
</tr>
<tr>
<td>Story-Flat (Huang et al. 2016)</td>
<td>7.61</td>
</tr>
<tr>
<td>S2VT (Venugopalan et al. 2015)</td>
<td>6.34</td>
</tr>
<tr>
<td>Regions-Hierarchical (Krause et al. 2017)</td>
<td>7.72</td>
</tr>
<tr>
<td>Ours (w/o two D)</td>
<td>7.82</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>9.90</strong></td>
</tr>
</tbody>
</table>

Table 3: NYC dataset (METEOR in %, higher is better).

<table>
<thead>
<tr>
<th>Method</th>
<th>METEOR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Sentence-Concate (Vinyals et al. 2015)</td>
<td>6.97</td>
</tr>
<tr>
<td>Story-Flat (Huang et al. 2016)</td>
<td>7.37</td>
</tr>
<tr>
<td>S2VT (Venugopalan et al. 2015)</td>
<td>7.38</td>
</tr>
<tr>
<td>Regions-Hierarchical (Krause et al. 2017)</td>
<td>6.07</td>
</tr>
<tr>
<td>Ours (w/o two D)</td>
<td>7.39</td>
</tr>
<tr>
<td>Ours</td>
<td><strong>8.39</strong></td>
</tr>
</tbody>
</table>

We observe that when $\lambda$ varies from 0.1 to 0.9, all the curves are subject to unimodal distribution and the best value is achieved when $\lambda$ is around 0.7. This further demonstrates the rationality of the combination of the two discriminators.

**User Study**

For the reason that search-based methods often achieve satisfying results, we perform a human study to compare our method against the generative Story-Flat method and two search-based methods, i.e., CRCN (Park and Kim 2015) and BARNN (Liu et al. 2017), to further verify the effectiveness. Though search-based methods share the same vocabulary with the proposed method, they can only retrieve sentences from the training data, whereas the proposed method is capable of generating new sentences. A real-world personal photo set of 150 photo streams (5 photos each) has been collected from 30 volunteers (15 females and 15 males). We will share the data (150 photo streams) in future. All of the volunteers are experienced bloggers. The education background distribution is: economics (16.7%), computer science (33.3%), linguistics (6.7%), engineering (13.3%), biology (20%) and art (10%). The age distribution is: 21-25 (23.3%), 26-30 (33.3%), 31-35 (20%), 36-40 (13.3%) and 41-45 (10%). After reading the paragraphs produced by the four methods, the volunteers are asked to give subjective scores (1-10, 10 means best) according to the two criteria:

- Relevance (C1): whether the story is relevant to the photo stream?
- Story-style (C2): whether the story has expressive and story-style language?

Table 4 lists the results. We observe that the proposed method achieves highest scores across both criteria. In particular, the proposed method achieves 6.63 and 6.68 in terms of C1 and C2, higher than the retrieval method BARNN (Liu et al. 2017) by 2.14 and 0.45 improvements, respectively. The low values of C2 for the two retrieval methods demonstrate their weakness in generating relevant narratives for novel data. All the results indicate that our method is superior to all the baselines and works well on new user photos.

**Conclusion**

In this paper, we propose a hierarchical generative model to generate narrative paragraphs for photo streams. Thanks to the hierarchical structure and the reinforcement learning framework with two discriminators, the proposed model is capable of creating relevant and expressive narrative paragraphs. The story generator leverages the hierarchical recurrent neural network to learn from the paragraph structure. The two discriminators act as critics and ensure the relevance and the story-style for the generated paragraphs. Extensive experiments demonstrate the effectiveness of the proposed approach for storytelling. In the future, we will collect more image-stream-to-sentence-sequence pairs and leverage more unpaired data to further improve the capability of the model for storytelling.
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