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Abstract
Interactive training environments typically include feedback mechanisms designed to help trainees improve their performance through either guided or self-reflection. In this context, trainees are candidate teachers who need to hone their social skills as well as other pedagogical skills for their future classroom. We chose an avatar-mediated interactive virtual training system—TeachLivE—as the basic research environment to investigate the motions and embodiment of the trainees. Using tracking sensors, and customized improvements for existing gesture recognition utilities, we created a gesture database and employed it for the implementation of our real-time gesture recognition and feedback application. We also investigated multiple methods of feedback provision, including visual and haptics. The results from the conducted user studies and user evaluation surveys indicate the positive impact of the proposed feedback applications and informed body language. In this paper, we describe the context in which the utilities have been developed, the importance of recognizing nonverbal communication in the teaching context, the means of providing automated feedback associated with nonverbal messaging, and the preliminary studies developed to inform the research.

Introduction
Interpersonal communication involves a variety of modes and components in communication. We might think that actual words are the primary part of communication; however, there are other nonverbal components that are also integral (Albert 1971). These nonverbal elements include both non-vocal (e.g. body language) and vocal components (e.g. voice pitch and intonation). Body language by itself includes several aspects: facial expressions, eye contact, posture or stance, gestures, touch and appearance (Richmond, McCroskey, and Payne 1991).

The interactive Teaching and Learning Environment (TLE TeachLivE) is a virtual classroom setting used to prepare teachers for the challenges of working in K-12 classrooms (Dieker et al. 2014). Its primary use is to provide teachers the opportunity to improve their classroom management, pedagogical and content delivery skills in an environment that neither harms real children nor causes the teacher to be seen as weak or insecure by an actual classroom full of students. We chose this virtual classroom as our basic research environment, and developed assessment and feedback methods on top of it because of the pressing need for training novice and pre-service teachers with the required skills, prior to their entering a real classroom. The TeachLivE virtual classroom is based on a multi-client-server structure provided by its underlying digital puppetry architecture (Nagendran et al. 2014). The system uses a Kinect sensor facing the participant and a TV screen showing the virtual students. A human-in-the-loop (called an interactor) orchestrates the behavior of the virtual students in real-time based on each character’s personality and backstory, a teaching plan, various genres of behaviors and the participant’s input. The system also supports reflective learning following an experience in the virtual classroom.

In this research, aligned with the reflective learning and assessment horizon of the project, we explore the gestures and embodiment of the teacher candidates with the analysis of their recorded teaching sessions.

In the teaching effectiveness content, one might observe different categories to investigate for teaching competency: purely objective ones that require no actual understanding of intent of the behavior, for example, proximity and talk time; those with shallow semantics associated with intent, for example, open versus closed posture or use of open versus closed words, (such as why versus what) that can be part of a deeper semantic analysis, for instance, showing respect/disrespect or asking open versus closed questions; and yet others that require deep semantic situations, cues can be observed through embodiment that may indicate a desire to continue a dialogue versus a desire to close off all further communication. This
research addresses postures and gestures as two of the key assessment components of the nonverbal communication in the teaching context.

We have developed a real-time gesture recognition and feedback application on top of the Microsoft Kinect Software Development Kit based on existing recordings from teachers who had an interactive experience in the virtual classroom. To evaluate this feedback application, we conducted two preliminary studies. The hypothesis is that our developed feedback application has positive impacts on the participants’ body language, leading to more open and fewer closed gestures.

This paper is organized as follows. In the next section, we introduce related work. Following that, we provide the details of our method, studies, results, and conclusions.

### Background and Related Work

The literature on nonverbal communication in learning environments indicates the importance of nonverbal behaviors in successful student-teacher interactions and student learning. Teachers use gesture and embodiment to be effective in several fundamental aspects of their profession, including communication, assessment of student knowledge, and the ability to instill a profound understanding of abstract concepts in traditionally difficult domains such as language learning and mathematics (Alibali and Nathan 2007; Alibali et al. 2014; Roth 2001).

For instance, Kelly et al. showed that employing iconic gestures or illustrations during teaching had a significant impact on English-speaking adults who were learning new Japanese words (Kelly, McDevitt, and Esch 2009). Scholars who study classroom communication emphasize the teacher’s nonverbal behavior as information to the students (Smith 1979; Woolfolk and Brooks 1985). This means that the way that a teacher sends messages with her body is important and all the students are able to perceive the nonverbal signals of their surrounding people according to Smith et al. (1979). To support this, Caswell and Neill (2003) mention that competent teachers have open rather than closed body gestures while teaching or interacting with students. An open stance has arms and legs that are not crossed.

A key factor to development and improvement of one’s skills is feedback, which is one of the most influential interventions in learning (Hattie and Timperley 2007). The means to present feedback vary greatly and several dimensions of feedback have been identified. One of these dimensions refers to the timing of feedback, which can be delayed or immediate (Hattie and Timperley 2007; Mory 2004). Most of the studies conducted comparing both types of feedback concluded that, for most learning situations, the impact of immediate feedback is more positive, since delayed feedback tends to defer the acquisition of needed information (Mory 2004; Schneider et al. 2015).

There are some research projects that are working on feedback provision in interactive environments. A tool to improve nonverbal communication skills for public presentation has been introduced by Schneider et al. (2015). They use the Microsoft Kinect V2 to track the trainee’s body movements during the elevator pitch rehearsal and provide visualized or haptic immediate feedback about each subject’s nonverbal communication skills. Another project called MACH is designed for interview practice and provides both immediate and delayed feedback to the trainee (Hoque et al. 2013). Tanveer et al. (2016) introduce an automated interface to make public speakers aware of their mannerisms; mannerism means exhibiting unconscious body movements while speaking. Chollet et al. (2014) present an interactive virtual audience platform for public speaking training. Each user’s public speaking behavior is automatically analyzed using audiovisual sensors. The virtual characters display indirect feedback depending on each user’s behavior descriptors correlated with public speaking performance.

Research in public speaking training has informed our efforts, as existing research in education has shown that, like public speaking, performance feedback is an essential component of effective professional development and staff training programs that target workplace behavior change (Leach and Conto 1999); however, the context of public speaking is slightly different than teacher preparation. Using the TeachLivE, we are dealing with teachers who stand, pace and approach students, unlike most systems designed for interview training and other social skills training, e.g. TARDIS (Anderson et al. 2013) and MACH (Hoque et al. 2013).

Designing effective mechanisms for training, and assessment, in general, has been challenging from several points of views. Presently, most of the trainees receive feedback from subject-matter experts (SME). SMEs must observe the whole recorded interactive sessions carefully (or do on-site observation) in order to provide an assessment to the trainees. In addition, most of the proficiency measures are very subjective, and there is always a potential problem of biased evaluation from the human expert. The other problem of using subject-matter experts is the cost associated with human resources. In an effort to better assist SMEs as one of our aims, we have conducted a case study with a follow up. We recorded and analyzed different types of information, including event logs, video, audio and depth sensor data from multiple devices to recognize high-level features required for a semi-automated reflection tool, i.e., one in which a subject-matter expert is provided suggestions to aid in the event annotation process. Such a hybrid approach can lead to an optimized use of the human resources in the assessment process.
Research Design

This research evolved based on the existing literature expressing the importance of open body gesturing in successful interactive teaching. We started by reviewing existing recordings of teaching sessions to have a baseline about the way teachers use their body in the virtual classroom. We observed that most of the teachers were not thoughtful of their body movements at all. Many of the teachers exhibited closed stances most of the time in their recorded teaching sessions. The recognized frequent closed postures (hereafter gestures) were arms folded in front (unreceptive), hands clasped in back (seductive), hands placed on hips, (skeptical), hands clasped in lower front (protective), and hands clasped in upper front (submissive). These gestures are noted as closed or “not-recommended” gestures (Barmaki 2015, Caswell and Neill 2003, Schneider et al. 2015). Moreover, according to the bounding volume (BV) measure—as the volume taken by the person in the space—introduced by Niewiadomski et al. (2013), these are contracted postures, thus the BV value is low, denoting less openness. In an effort to develop immediate feedback mechanisms, we assume that a percentage of of closed gesture employment from a user depend on the feedback condition.

We are interested in creating an automated system to detect these closed gestures, reminding the trainees about their closed body language stance. With the assistance of the Kinect as an affordable non-intrusive motion-capture device and its Software Development Kit (2016) for recording and analysis of human motions (including Visual Gesture Builder (VGB) and Kinect Studio), we created a corpus of closed gestures. We recorded some clips from five (3M, 2F) students using the Microsoft Kinect V2. These students were only involved in corpus collection and they did not participate in the follow-up case studies. The summary of system design, from details of recording, annotation, analysis and the generation of gesture detector engines, evaluating the accuracy of those detectors to our implemented immediate feedback user interfaces is presented in Figure 1.

To create the corpus, the recorded clips and the targeted postures were hand-annotated and used as training data for the gesture recognition method. This method uses the human full-body information (25 joints positions and orientations from the tracked body in each frame) along with the annotated tags indicated as labels. The VGB utility builds several binary classifiers for each gesture and the top-1000 decision-tree classifiers are ensembled together (using Adaboost algorithm) to create the ultimate closed gesture recognition database. The accuracy of our gesture detection engine was 96.5% ± 2.1 % for all five closed gestures. The detection algorithm was predicting, and storing the labels of every frame (30 fps) of the RGBD data from the Kinect in real-time. In the following sections, we describe the details of the conducted case study and a follow-up for gesture assessment.

Case Study: Visual Feedback Evaluation

The developed system is designed to provide immediate feedback either in the form of visual or haptic signals (vibrations) any time that the participant exhibits a closed stance. The case study reported in this section is based on visual feedback within the virtual rehearsal classroom. The vibration feedback method is also tested in a follow-up study and more details are described at the end of this section.

Participants

In this case study for visual feedback evaluation, 30 (24F) participants were recruited. Only those UCF College of Education and Human Performance students over the 18 years of age who had experienced the teaching rehearsal environment before the experiment were eligible to participate. All the participants were from the students registered for a classroom management and strategies undergraduate course in the TESOL (Teaching English to Speakers of Other Languages) program.

Participation in our user study is defined as a classroom activity because of its suitable overlap with the course objectives. Students did not get compensation or credit for their participation.

Apparatus

For this study, we collected full-body tracking and teaching session videos. Full body of the participant teacher was recorded for body language and pose recognition using the Microsoft Kinect.

The room for client-site was equipped with required laptops, displays, auditory equipment, and wired network connection for the experiment. As mentioned earlier, the
participant teacher stands in front of a large TV display and talks and interacts with the virtual classroom shown in the TV.
In the visual feedback setting, in addition to the virtual classroom, participants could see their motion–tracked by the Microsoft Kinect—and visual cues on the monitor facing them (Barmaki and Hughes 2015). Figure 1.f shows an example of a participant’s posture and her feedback depicted on the screen.
In the server-side, the interactor, who controls and animates virtual students, was also asked to give consistent performances for all instances of the case study sessions, to minimize the inconsistencies that may occur because of interactor changes.

**Study Procedure and Design**
The case study was a 2×1×2 counter-balanced within-subjects study (two settings; TLE with and without visual feedback; one trial, and two groups). It means that all the participants attended both study settings, but the order of the sessions was flipped for some subjects. Individuals were expected to spend approximately 30 minutes for the recruitment. There were two 7-minute sessions for the teaching plus three 5-minute intervals for questionnaires (one pre- and two post-questionnaire). In the pre-questionnaire, participants were asked about their demographics and prior teaching experience both in real and virtual settings. After the teaching sessions with the theme of biology introductory course with given teaching plan, the participants completed a post-questionnaire soliciting their evaluation of the user experience and learning perception in both of the sessions.
The study design and participant assignment are shown in Figure 2 for both groups.
The feedback was in the form of a visual prompt each time the participant exhibited a closed, defensive stance. Visual feedback uses traffic light model, which means the color of the visual signal immediately changes from green to red when the participant exhibits a closed gesture as illustrated in Figure 1 (step f). The collected body tracking data from the participants was processed to extract a higher-level feature. The calculated feature value was the percentage of time that a subject exhibited closed gesture in the recorded clips of the study sessions. We call this variable CGP, standing for closed gesture percentage exhibition. The lower CGP is better as supported by previous work (Caswell and Neill 2003).

**Follow-up Study: Visual vs. Haptic Feedback**
In the follow-up study, we worked on the form of feedback application. We modified the user interface for the feedback application, by exchanging visual prompts with haptic signals. We used a Myo armband for our study, though there are several alternative wrist band devices available with haptic commands. The hypothesis of this follow-up study is that the vibration feedback application is more comfortable, natural, and less distractive for immediate feedback provision to users in the rehearsal sessions. To investigate our hypothesis, we compared the vibration versus visual feedback provision in a follow-up study as follows.

**Participants**
We tested the vibration feedback application with three participants (N=3, 2F) who took part in the main case study and volunteered to participate in the follow-up study as well.

**Study Procedure and Design**
The study was a single session observation with a 2×1×1 design with no counterbalancing. All three participants experienced both settings. They first taught the same teaching plan for seven minutes in visual feedback setting. Afterwards, they completed the postquestionnaire, and participated in the second teaching session. The first setting was the TeachLivE session with visual feedback, and the second was teaching session with vibration or haptic feedback. We used timed vibration commands instead of visual prompts for closed gesture feedback in this setting. Timed feedback was used to leverage the naturalness of the experience. We asked participants to evaluate their experience after each session. They completed the same post-questionnaire that was used in the main case study.
Results
We report the results of a case study and a follow-up study from two perspectives, based on the closed gesture employment or embodiment changes, and also self-reported usability analysis in post-questionnaires as follows.

Closed Gesture Evaluation
To evaluate the impact of our proposed visual feedback application on body language mindfulness, we calculated CGP for 60 recorded clips from 30 participants in the case study. The hypothesis is that, regardless of the group assignment (A or B), the effect of receiving posture feedback, either in the current session or from a prior session, is considerable on CGP. The boxplot in Figure 3.a presents the distribution of closed gesture percentage (CGP) between the two groups during the study.

Figure 3.a shows some key findings from this study. It presents the wide range of closed gesture employment for groups A and B in both sessions (excluding session 2 for group A). It also indicates that the average of CGP medians for group B participants is lower than for group A. Considering 3.5% and 6.9% as medians for two sessions for group B and 58%, 1.8% for group A, the average values were 5.24% for group B and 29.95% for group A. As reflected in Figure 3.a, the value for CGP among 30 participants of the study is not normally distributed. The CGP values include some extreme data points that seem to affect the CGP distribution.

Furthermore, according to the analysis of variance test, there was a significant effect of setting (visual feedback vs. no feedback) on CGP ($F_{(1,28)} = 13.66, p < .001, \eta^2 = 0.33$) in this study. As indicated by the results, the hypothesized statement is supported for the participants in the case study with large effect size. The average time that all the participants in group A exhibited closed gestures reduced significantly from their first session to their second teaching session. CGP was slightly increased in the second unaided session for group B (median= 6.9%).

Lastly, the results indicated a non-significant correlation between group assignment and CGP, which indicates the successful randomization and minimizing the grouping effect.

The analysis of the recorded full-body tracking data from each participant in the follow-up study was also completed. We calculated the closed gesture employment rate (CGP) for visual and vibration feedback sessions for six sessions from three participants. The CGP results for visual feedback (M=8.58%, SD = 1.6%) and vibration feedback (M=6.77 %, SD=3.81%) in follow-up sessions indicated that participants’ embodiment was not considerably different in the visual versus vibration settings ($t(2) =0.75, \text{ns}$). As noted, the participants were exposed to the feedback application before this study. Hence, the participants’ closed gesture employment remained similar with a slight difference for both settings at a very low level, and it did not reveal a significant difference.
Post-Questionnaire Evaluation

There were two main types of questions in the post-questionnaire. User experience was evaluated by four questions on the naturalness of the interaction, motivation and the likelihood of future participation. Learning perception was evaluated by two questions on improvements in the understanding of teaching strategies and comparison of the proposed application with traditional teacher training approaches.

To report the results from the post-questionnaires, we divided six 5-point Likert scale questions into three subtopics. These topics are naturalness and non-intrusiveness, the motivation for future use and learning perception. We analyzed the 360 responses (30×2×6 = 360) from 30 participants in case study and reported these in Figure 3.b. Figure 3.b presents valuable information about the case study. In general, we received very positive input from the participants (regardless of their assigned groups) as the right-skewness of the stacked bar charts supports this conclusion. Interestingly, participants’ responses indicated that their experience in setting with visual feedback was natural and non-intrusive (62.5% versus 50% for no feedback setting). This is very encouraging to us from a usability perspective. The participants were also very motivated to participate in future studies. For the setting with no feedback, we had more responses as “neutral” or the “same” versus the setting with visual feedback that indicates more positive responses such as “motivated”, and “better learning perception”. Overall, participants enjoyed their interactive experience and they reflected their mindfulness about embodiment in future interactions, especially in their teaching sessions.

For the follow-up, in the usability evaluation questionnaire and informal reflection, all three subjects were motivated and supportive to use the vibration method for gesture feedback, even in real classroom scenarios. Two of them indicated that the armband and its feedback are not visible (if you wear a long-sleeve shirt), and they can confidently use it as a personal assistant in a class full of students. The other participant reflected his evaluation as follows:

I felt as the armband was more helpful in providing feedback. It is a lot easier to tell when I am doing something wrong when the armband vibrates as opposed to trying to look at the Kinect screen while talking.

Discussion

Analysis of recorded embodiment data and postquestionnaire responses from the participants in the case study indicated the positive impact of informed body language and gesture in communication proficiency. That said, most of the participants were very motivated to use the gesture feedback application for their rehearsal sessions. The participants also mentioned their learning experience was improved; some participants reported that their experience with the system was better than the traditional learning resources.

For the follow-up study, we also observed interesting findings, especially from the qualitative analysis. Participants enjoyed their interactive experience with the vibration feedback method. Even with this small pool of participants, the results illustrate the potential of successful future large-scale studies with the aid of the proposed feedback system.

Conclusion and Future Research

In this paper, we described the importance of recognizing nonverbal communication behaviors in the teaching context, along with different applications and machine learning methodologies to design an automated posture feedback application. We reported results from the preliminary studies to evaluate the proposed feedback application. The goal is to use this application for teacher assessment as an automated tagging (behavioral annotation) system based on posture recognition and correlations to expert human tagging. We specifically focused on gesture recognition and different types of non-intrusive feedback provision techniques (including visual and haptics) for closed gesture stances exhibited by trainees.

The major limitation of the research reported here was related to the recruitment process. Recruiting the representative number of participants was a difficult process that adversely affected our research agenda. For example, we were not able to do counterbalancing to reduce the learning effect because we didn’t have a sufficient number of participants. As a result, we noted mere-exposure effect in the follow-up study.

Several directions of future research are promising. While this work touched very briefly on the different methods of feedback provision, it did not provide strong quantitative evidence about their relative performance since the size of the participant pool for the conducted follow-up study was not large. However, the potential of study was successfully described with qualitative analysis. Thus, conducting an experiment with a representative number of participants to evaluate the haptic feedback method versus visual cues is one of the objectives of this research project over time.

In summary, although further work is required to gain a complete understanding of the embodiment in teaching, the findings indicate that using immediate feedback in teaching training sessions assist practicing trainees to master their communication skills not only for teacher-student interaction but also for different interpersonal human-centered interactions, such as police de-escalation training.
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