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Abstract

Multi-Attribute Reverse Auctions (MARAs) are excel-
lent protocols to automate negotiation among sellers.
Eliciting the buyer′s preferences and determining the
winner are both challenging problems for MARAs.
To solve these problems, we propose two algorithms
namely MAUT* and CP-net*, which are respectively
the improvement of the Multi-Attribute Utility Theory
(MAUT) and constrained CP-net. The buyers can now
express conditional, qualitative as well as quantitative
preferences over the item attributes. To evaluate the
performance in time of the proposed algorithms, we
conduct an experimental study on several problem in-
stances. The results favor MAUT* in most of the cases.

1 Introduction

In MARAs the competing sellers place bids for an item
based on several attributes (Bichler and Kalagnanam 2005).
Sellers’ bids should be sorted according to the buyer′s pref-
erences and constraints over the item attributes (E.David,
Azoulay-Schwartz, and S.Kraus 2006). Finding the best
bid is actually looking for the optimal solution of a multi-
criteria decision problem (Chandrashekar et al. 2007). The
winner determination in most MARAs is a computation-
ally hard problem (Bichler and Kalagnanam 2005). In ex-
isting auction mechanisms (Bichler and Kalagnanam 2005;
Beil and Wein 2003), to rank the bids a numerical value is
assigned to each bid. In this paper, we develop a MARA
system in which the buyer can specify constraints and con-
ditional preferences: (1) we allow the buyers to choose be-
tween quantitative and qualitative preference expressions,
and (2) we enable the winner determination in case of condi-
tional preferences. We first study the winner determination
based on MAUT (Bichler and Kalagnanam 2005), and then
we improve MAUT to be able to express conditional pref-
erences. Constrained CP-net is another method that solves
multi-attribute decision problems (Boutilier et al. 2004).
CP-net is a graphical model to represent and manage con-
ditional and qualitative preference relations (Prestwich et al.
2005). We apply CP-net to MARAs and extend it so that we
can have a total ordering on the sellers′ bids. Finally, we ex-
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Table 1: Comparing Methods.
Method Constraints Preferences Comparing Time

Outcomes

MAUT - Quant. Complete order O(KM)
Const. CP-net Hard Qual., Cond. No complete order P, NP or PSPACE

MAUT* Hard Quant., Cond. Complete order O(KM2)
CP-net* Hard Qual., Cond. Complete order P,NP or PSPACE

plore experimentally how each method chooses the winner
for a 5-attribute application.

2 Improving MAUT and CP-net

In MAUT to determine the buyer′s preferences, the weight
and utility function of each attribute should be specified.
Qualitative and conditional preferences cannot be repre-
sented in MAUT. Thus, every preference has to be changed
into a quantitative form. Consequently, the difficulty of ap-
plying MAUT is that it requires the buyer to elicit fully and
quantitatively all his preferences. This task is not easily
achievable. In CP-net when a Preference Graph (PG) is a
poly or directed tree, finding the more preferred outcome
can be executed in polynomial time based on the number
of attributes (Boutilier et al. 2004). If PG is directed-
path and singly-connected, the execution is NP-complete,
and is NP-hard if the number of paths between any pair
of nodes is polynomially bounded (Boutilier et al. 2004;
Mindolin and Chomicki 2007). In general for CP-nets,
consistency and dominance testing is in PSPACE-complete
(Goldsmithand et al. 2005). In Table 2, we give the type of
constraints, preferences and reasoning supported by MAUT
and CP-net and compare them for winner determination.
None of these two models is perfect for MARAs: in MAUT
qualitative and conditional preferences cannot be described;
in CP-net, the total ordering of outcomes is not feasible.

When the buyer has some constraints over the attributes,
it is necessary to first check the constraint consistency of the
bids. Then from the set of remaining bids, the best bid is
computed based on the buyer′s preferences. In MAUT, the
buyer can specify the utility function of an attribute which
has conditional preferences based on the value assigned to
the other attributes it depends on. We suppose that the pref-
erence of the buyer for attribute j is conditional and depends
on the value of attribute k. Then for evaluating attribute j,
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we use the utility function Uj(vij) which has different val-
ues based on vik (value of attribute k in bid i). We add these
features to MAUT and call the new method MAUT*. In CP-
net, if two outcomes do not have paths in the PG, they cannot
be compared. However to find the best bid in MARAs, we
need a total ordering of the bids. To address this problem,
we use the number of the violated buyer′s preferences as
a clue to compare bids which do not have any path in PG.
This means if the value assigned to an attribute is not what
is preferred, this assignment is not desired by the buyer and
it is a preference violation. In the case that the violations
of two bids are the same, we can ask the buyer to complete
his preferences. We include these two ways of bid compari-
son to CP-net and call the new method CP-net*. In Table 2,
we show the characteristics of CP-net* and MAUT*. Com-
pared to MAUT, MAUT* needs more time to find the best
bid since it checks the bid consistency. The time complexity
of CP-net* is the same as CP-net and depends on the type of
PG.

3 Experimentation
We suppose the buyer is interested in five attributes to pur-
chase a laptop. The sellers can register to our MARA system
and submit their laptop configurations. The buyer submits
some preferences and possible constraints based on the sell-
ers’descriptions. He has two options to express his prefer-
ences: MAUT* and CP-net*. If the buyer wishes to express
his preferences quantitatively, he selects MAUT*. There-
fore, he has to specify the importance of attributes and their
dependencies, and also the utility values for these attributes.
If the buyer wants to express his preferences qualitatively
and conditionally via CP-net*, he needs to specify depen-
dency of attributes and their preference order. After the
buyer′s preference model is set, the auction can start. Our
auction protocol is called first score sealed-bid in which sell-
ers have no visibility of the bids of their opponents. Accord-
ing to the buyer′s choice, one of the following two meth-
ods is selected to determine the winner: (1) MAUT*: first
the consistency of all the bids with the buyer′s constraints
is checked. If a bid violates any of these constraints, it is
deleted. The overall utility of each remaining bid is calcu-
lated. The best bid is the bid with the highest utility; (2)
CP-net*: first the consistency of bids are checked. After
that, each of two bids are compared respectively based on
the path in the induced graph and preference violations. If
the best bid cannot be found in this way, we need to ask the
buyer to complete his preferences. We have conducted sev-
eral experiments on different instances of our application,
which are obtained by varying the number of conditional
preferences, constraints and sellers. As we can see from Ta-
ble 3, when the number of conditional preferences or sellers
is increased, the execution time is increased too since more
comparisons are needed. However, when the number of con-
straints is increased, some of the bids may be deleted in the
constraint consistency step. As a consequence, the execu-
tion time is decreased too. In MAUT* since the winner is
determined from the group of feasible bids in one step, this
method is faster than CP-net* which has two steps to find
the winner.

Table 2: Execution time by varying the number of variables
PROBLEM

Attributes Sellers Constraints Conditional CP-net* MAUT*
Preferences Time Time

5 5 2 1 0.101 0.081
5 5 2 2 0.105 0.083
5 5 2 3 0.106 0.092
5 5 2 4 0.106 0.093
5 5 1 2 0.107 0.086
5 5 2 2 0.105 0.083
5 5 3 2 0.102 0.080
5 5 4 2 0.101 0.076
5 2 2 2 0.060 0.051
5 3 2 2 0.081 0.062
5 4 2 2 0.098 0.078
5 5 2 2 0.105 0.083
5 6 2 2 0.110 0.091

4 Future Work

We want to improve CP-net* by incorporating quantitative
preferences to make it an efficient method for MARAs. This
will enable the buyers to express their preferences over some
attributes quantitatively and over the others qualitatively.

References

Beil, D., and Wein, L. 2003. An inverse-optimization-based
auction mechanism to support a multi-attribute RFQ pro-
cess. Management Science 49(11):1529–1545.
Bichler, M., and Kalagnanam, J. 2005. Configurable offers
and winner determination in multi-attribute auctions. Euro-
pean Journal of Operational Research 160(2):380–394.
Boutilier, C.; Brafman, R. I.; Domshlak, C.; Hoos, H. H.;
and Poole, D. 2004. CP-nets: A tool for represent-
ing and reasoning with conditional ceteris paribus prefer-
ence statements. Journal of Artificial Intelligence Research
21(1):135–191.
Chandrashekar, T. S.; Narahari, Y.; Rosa, C. H.; Kulkarni,
D. M.; Tew, J. D.; and Dayama, P. 2007. Auction-based
mechanisms for electronic procurement. IEEE Transactions
on Automation Science and Engineering 4(3):297–321.
E.David; Azoulay-Schwartz, R.; and S.Kraus. 2006. Bid-
ding in sealed-bid and English multi-attribute auctions. De-
cis. Support Syst. 42(2):527–556.
Goldsmithand, J.; Lang, J.; Truszczynski, M.; and Wilson,
N. 2005. The computational complexity of dominance and
consistency in cp-nets. In Proceedings of the 19th interna-
tional joint conference on Artificial intelligence, 144–149.
Morgan Kaufmann Publishers Inc.
Mindolin, D., and Chomicki, J. 2007. Hierarchical CP-
networks. In 3rd Multidiciplinary Workshop on Advances in
Preference Handling.
Prestwich, S.; Rossi, F.; Venable, K. B.; and Walsh, T. 2005.
Constraint-based preferential optimization. In Proceedings
of the 20th national conference on Artificial intelligence,
volume 1, 461–466.

94




