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Abstract

As recommender systems have become commonplace
to support individual decision making, a need has also
been recognized for systems that tailor and provide
recommendations to a group of users together rather
than individuals alone. Group recommender research
to date has focused on evaluating strategies for aggre-
gating profiles of group members to form a consolidated
group profile or for aggregating recommendations to in-
dividual group members as a consolidated group recom-
mendation list. This paper presents a novel neighbor-
hood selection approach for group recommendation in
the context of a neighborhood-based Collaborative Fil-
tering system. We evaluate the performance of this ap-
proach with respect to group characteristics such as size
and group member similarity. Results show that this
approach can result in more accurate predictions for the
group, particularly for groups that are more homoge-
nous.

1 Introduction

Recommender systems have traditionally focused on pro-
viding decision support that targets an individual end user.
As the field has matured, however, the issue of group rec-
ommendation has received increasing attention (Jameson
and Smyth 2007; Baltrunas, Makcinskas, and Ricci 2010).
Group recommender systems balance the preferences of
individual members holistically across an entire group of
users, in order to create a recommendation that is applicable
to the group as a whole. Common group recommendation
domains involve social and shared-consumption elements,
for example: watching a movie together (O’Connor et al.
2001; Goren-Bar and Glinansky 2004; Senot et al. 2010);
eating together (McCarthy 2002; Berkovsky and Freyne
2010; Baltrunas, Makcinskas, and Ricci 2010) or travel-
ing together (McCarthy et al. 2006; Ardissono et al. 2003;
Jameson 2004).

Group recommendation has largely been studied in the
context of Collaborative Filtering (CF) (Quijano-Sanchez et
al. 2013; Berkovsky and Freyne 2010; Baltrunas, Makcin-
skas, and Ricci 2010), which employs ratings-based user
profiles as a foundation for making recommendations. And
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we focus on group recommendation in the CF context. In
traditional individual CF, a user’s expected preference for
an item is based on the ratings of “neighboring” users for
the same item, where neighbors are users that share similar
preferences on commonly rated items. Sarwar et al. (Sarwar
et al. 2000) divided CF based recommendation into three
sub-tasks, representation, neighborhood formation, and rec-
ommendation generation.

A considerable amount of research in group-based rec-
ommenders has focused on aggregation techniques, and two
main group recommendation strategies have been proposed
(Jameson and Smyth 2007). The first strategy merges the
individual profiles of the group members into one repre-
sentative group profile (e.g., (Yu et al. 2006; O’Connor
et al. 2001)) or pseudo-user. The second strategy merges
the recommendation lists or predictions computed for each
group member into one recommendation list presented to
the group (e.g., (Quijano-Sinchez, Recio-Garcia, and Diaz-
Agudo 2011; Recio-Garcia et al. 2009)). Particular tech-
niques are commonly inspired by Social Choice Theory,
and center around modeling the achievement of consensus
among the group (Masthoff 2004). Variations have also
been investigated that consider personalities of and social
interactions among group members (Gartrell et al. 2010;
Recio-Garcia et al. 2009).

Research in profile and predication aggregation strategies
has focused on novel aggregation techniques, while employ-
ing foundational metrics validated for individual users for
underlying neighborhood formation. In our work we explore
considering the group as part of the individual prediction
generation tasks, in addition to the group aggregation pro-
cess. We project the tasks defined for a neighborhood-based
CF approach into the group-based recommendation process.
More specifically we focus on group context as an explicit
factor in the neighborhood formation and the recommenda-
tion generation sub-tasks. This paper describes and evalu-
ates our approach to identifying and differentially weighting
the contribution of neighbors across the entire group context.

2 Related Work

The major part of research on group recommendation inves-
tigated the core group models used for aggregation in gen-
erating the group recommendations. Our approach focuses
on the recommendation technique itself. In this section we



overview some of the work that addresses the group rec-
ommendation technique not the aggregation model. Chen
et al. (Chen, Cheng, and Chuang 2008) designed a system
based on the framework of collaborative filtering. They use
a Genetic Algorithm (GA) to exploit known preferences of
subgroups of the active group and predict possible similar-
ities among group members. These similarities were used
to weight member contributions in item predictions. Their
approach to predicting group preferences is based on hav-
ing access to some item ratings for the target group as well
as subgroups of the target group and individual group mem-
bers’ preference information. They use an item-based CF
approach to identify items similar to the item under consid-
eration for prediction. If the group did not provide a rat-
ing for these items a user-based CF was used to predict the
individual ratings. Subgroup information was exploited us-
ing using a GA to assign weights in combing the individual
users’ ratings into a group rating. Then item-based CF was
used to calculate the final group rating for the target item.

Berkovsky et al. (Berkovsky and Freyne 2010) inves-
tigated the use of aggregated group data in collaborative
filtering recipe recommendations. They implemented four
weighting models (uniform, heuristic, role-base, family-log)
for aggregating individual data. The uniform model weights
users uniformly, i.e., weight for every user equals 1. The
heuristic model is role-based, where a role refers to a user’s
function within a family: applicant, partner, or child. A
user’s weight is defined solely by their role. The role-based
model weights users according to the activity of users in
the same role across the entire community. The family-log
model weights users according to their activity in relation
to other family members. Extreme case heuristics deal with
extremely positive or negative preferences. The least mis-
ery heuristic assigns a weight of 1 to the user who provided
an extremely negative recipe rating, and a weight of 0 to
the other family members. The most pleasure heuristic as-
signs a weight of 1 to the user who provided the extremely
positive data, and O otherwise. They evaluated CF recom-
mendations generated using the aggregated data against real-
life recipe ratings provided by families interacting with an
experimental eHealth portal. The results showed that the
most appropriate family-based recipe recommendation strat-
egy should aggregate individual user models, rather than in-
dividual recommendations, and weight individual users ac-
cording to their observed activity rather than according to
predefined preferences.

Recio-Garcia et al. (Recio-Garcia et al. 2009) described a
group recommender system that takes into account the per-
sonality types of the group members. They reported that Av-
erage and Least Misery with personality weighting reflected
improvements in the accuracy of the recommendations.

For the neighborhood selection component of a collab-
orative filtering system we believe accounting for a group
neighborhood in calculating the individual predicted ratings
will also result in a gain in prediction accuracy. For any
group member, when calculating a predicted rating for an
item by weighting neighbors ratings, a gain in prediction
accuracy is realized by weighting users that belong to the
neighborhoods of all group members more than the users
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belonging only to the individual group member neighbor-
hood.

3 Differential Group Neighborhood
Approach

The traditional CF approach is commonly referred to as
Neighborhood-based and relies on the fact that each per-
son belongs in a larger group of similarly behaving individu-
als. For example, items (e.g., products, movies, books, etc.)
frequently purchased/liked by the various members of the
group can be used to form a basis for recommended items.
Similarly, users that appear in more than one of the group
members’ neighborhoods might be more valuable as a basis
for the group recommendation.

Neighborhood-based Collaborative Filtering for single-
user recommendation identifies neighbors of the target user
and item pair. Extending this to the group-based context, we
focus on neighbors of the group as a whole rather than of in-
dividual members. In this research we explore the effect on
prediction accuracy if special consideration is given to the
neighbors of the group members that are shared by all the
group members. We hypothesize that prediction accuracy
will increase if additional weight is assigned to the neigh-
bors that are common to all group members when used to
calculate a predicted rating using the deviation from mean
approach as defined in Equation 3 when compared to the
baseline predicted rating calculated using Equation 2.

Figure 1 depicts the neighborhoods used in this model.
Given an item that the system needs to predict the rat-
ing for the group. For each group member we find the
topN similar users that rated the item. This forms a set
of Neighborhoods for that item. We then consider the in-
tersection of these neighborhoods. The neighbors that are
present across all the individual group members’ Neighbor-
hoods form the group neighborhood for that item, referred
to as the Group_Neighborhood. For each group member
the users that are present in their Neighborhood and not
in the Group_Neighborhood form what we refer to as the
User_Neighborhood.

This enables us to distinguish between types of neighbor
users in making predictions. In this analysis, we investigate
higher weighting for Group_Neighborhood users. we use
the deviation-from mean-approach to calculate a predicted
rating for group members, where the users that are present in
the Group_Neighborhood are assigned a higher weight than
the users that are present in the User_Neighborhood. This
approach is our Group Neighborhood Selection model.

We evaluate the performance of this approach for both
main types of group recommendation technique (merging
profiles, merging recommendations). We compute predic-
tions for the group based on a pseudo user created by merg-
ing the profiles of the group members as well as computing
the group predictions based on prediction aggregation. For
the prediction aggregation approach a prediction is calcu-
lated for each group member and then these individual pre-
dictions are aggregated into a final group prediction using a
group aggregation model.



User_Neighborhood Group _Neighborhood
Figure 1: Identifying the neighborhoods

4 Experimental Setup
4.1 Recommendation Technique

For this analysis we implement the most prevalent memory-
based CF algorithm, the neighborhood-based CF algorithm
(Herlocker, Konstan, and Riedl 2002; Resnick et al. 1994)
as a baseline for evaluation. This is employed for the indi-
vidual user predictions, that are then aggregated for group
recommendation as well as the group’s pseudo user. The ba-
sis for this approach is to calculate a neighborhood similarity
between users a and b, wgp, using Pearson correlation:

_ 2inal(rai — Ta)(rei — )]
Vi1 (rai = Ta)? 220 (16 — Tb)?

To generate predictions a subset of the nearest neighbors
of the active user are chosen based on their correlation. We
then calculate a weighted aggregate of their ratings to gen-
erate predictions for that user. We use the following formula
to calculate the prediction of item ¢ for user a:

2221[(7"1”' —Tp) - Wab) /0
22:1 Wab

Herlocker et al. (Herlocker, Konstan, and Riedl 2002)
noted that setting a maximum for the neighborhood size less
than 20 negatively affects the accuracy of the recommender
systems. They recommend setting a maximum neighbor-
hood size in the range of 20 to 60 users. We set the neigh-
borhood size to 50 users.

For the Group Neighborhood Selection model we update
the baseline prediction Equation 2 as follows:

> [(a(ryi = Tp) - wap)] /0w
ZZ:1 Wab

where o = 1 if neighbor € User_Neighborhood
and a =2 if neighbor € Group_Neighborhood

ey
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4.2 Group Aggregation Strategies

Various group modeling strategies for making recommenda-
tions have been proposed and tested to aggregate the individ-
ual group user’s preferences into a recommendation for the
group. Masthoff (Masthoff 2011) evaluated eleven strategies
inspired from social choice theory. For clarity, we focus on
three representative strategies as a baseline for our evalua-
tion: average strategy, least misery, and most happiness.
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Average Strategy This is the basic group aggregation
strategy that assumes equal influence among group mem-
bers and calculates the average rating of the group members
for any given item as the predicted rating. Let n be the num-
ber of users in a group and r;; be the rating of user j for item
i, then the group rating for item i is computed as follows:

i1 Tii

n

Gr; = “)
Least Misery Strategy This aggregation strategy is appli-
cable in situations where the recommender system needs to
avoid presenting an item that was really disliked by any of
the group members, i.e., that goal is to please the least happy
member. The predicted rating is calculated as the lowest rat-
ing of for any given item among group members and com-
puted as follows:

Gr; = minry; (®)]

J

Most Happiness This aggregation strategy is the opposite
of the least misery strategy. It applies in situations where the
group is as happy as their happiest member and computed as
follows:

(6)

Gr; = maxrj;
J

4.3 Pseudo User

To evaluate profile merging group recommendation tech-
nique we needed to create a pseudo user for each group
by aggregating the profile of the group members. We com-
bine the ratings of the group members, using the average
model as defined in Equation 4, where the rating of an item
that is rated by one or more group members is added to
the pseudo user profile as the average rating for that item
over the group members that rated it. For example, if we
have a group G; of three users {uj,ug,uz} with the fol-
lowing (item,rating) profiles: u;{(i1,5),(i2,4),(i3,4),(14,1)},
U2{(i1.4),(2,3),(3.5).(i5.5) }, u3{(i1,5).(i3.4).(i6.4).(i10. 1)}
Then the pseudo group user pGp profile would be
{G1,5),(G2,4),(i3.4), (14, 1),(i5,5), (16,4, (110, D}

4.4 Accuracy Measurement

To evaluate the accuracy of a predicted rating computed for a
group across different test conditions, we use the root-mean-
square error (RMSE) (Herlocker et al. 2004) RMSE mea-
sures the differences between values predicted by a model
and the actual values. To do so, we compared the group
predicted rating calculated for the test items, using the vari-
ous implemented approaches to a model of the actual rating
(average) across the different group sizes and inner-group
similarity levels.

4.5 Data Set and Group Generation

To assess the quality of individual user recommendations,
researchers commonly utilize offline evaluations that em-
ploy readily available substantial data sets (e.g., Netflix
prize!, MovieLens?). This kind of approach can be used

'www.netflixprize.com
2www.movielens.org



to repeatedly conduct large scale evaluations of proposed
techniques. However, when it comes to group-based rec-
ommender systems such datasets are not readily available.
Generating group-based data directly requires extra over-
head in recruiting the groups together and getting them
to cooperate and interact towards a common goal at the
same time. To address scalability in evaluation, researchers
have been utilizing synthetic groups, generated from single-
user data sets, to evaluate various approaches to group rec-
ommendations (Salamd, McCarthy, and Smyth 2011; Bal-
trunas, Makcinskas, and Ricci 2010; Amer-yahia et al. 2009;
Garcia et al. 2009; Chen, Cheng, and Chuang 2008). The
aim here is to develop a standard that has the highest proba-
bility of success based on the analysis of the individual char-
acteristics of “real” subjects. Since interactions between in-
dividuals are fluid in nature and can always be highly vari-
able having a “real” group versus synthesized can not af-
fect the accuracy of the analysis. We adopt this approach
of generating synthetic groups for evaluating our proposed
approach to group-based recommendation.

To evaluate the accuracy of an aggregated predicted rat-
ing for a group, we use the MovieLens® dataset of 1 million
ratings from 6040 users on 3882 movies. In creating syn-
thetic groups for evaluation, we varied group size and de-
gree of similarity among group members. The group sizes
were varied from 2 to 5. This is a common group size range
in this domain. The inner similarity correlation between any
two users ¢, j belonging to group G is calculated using the
Pearson Correlation as defined in Equation 1. We defined
three inner group similarity levels:

e high: 0.5 <= inner group similarity <=1
e medium: 0 <= inner group similarity < 0.5
o low: -1 <= inner group similarity < 0

We then randomly created 100 groups for each of the
group sizes (2,3,4,5) and similarity levels (high, medium,
low), for a total of 1200 unique groups. We placed an addi-
tional constraint on group formation, requiring that a valid
group must have at least 3 items that were rated by all of
the members of the group. This constraint provides for a
common group evaluation baseline across those items.

Given the potential for disparity in profile sizes between
group members, we employed a training/test set approach
to split based on considering individual profile sizes within
groups. To generate training and testing sets we split the
dataset as follows. For each group we identified the com-
monly rated items among the group members. Then we
checked if that set is larger than 40% of the smallest group
member’s profile size. If it was smaller then those items
would be the testing set for that group. If it was larger then
we randomly select items from that set not exceeding 40%
of the smallest group member’s profile size to compose the
testing set for that group. This was to ensure that for each
group member we have a majority of their original profile as
part of the training set. Once the test items for each group
were identified, we created a training and testing set for each
group. This ensures that the same training set for each group

*www.movielens.org
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is used to generate all the predictions for that group. At the
end of this we had identified 10,556 group/test item pairs
across the 1200 groups.

J Similarity — Size 2 3 4 5
Low 1897 | 573 | 390 | 345
Medium 2158 | 1117 | 757 | 497
High 1368 | 494 | 420 | 540

Table 1: Number of test items across group sizes and simi-
larity levels

To create the training set for each group we start off with
the original MovieLens dataset we then add the profile of the
pseudo user of that group to the dataset. We then take out the
ratings of the test items identified for that group from each
of the group members profile and the pseudo user. In other
words, the training set for each group is the original Movie-
Lens dataset plus that group’s pseudo user profile minus the
ratings for the test items for that group for each of the group
members and the pseudo user of that group.

We explore outcomes of prediction accuracy for profile
merging and recommendation merging using some of the
most commonly used group modeling strategies with respect
to group size and inner group similarity. For recommen-
dation merging we make a comparison between Average,
Least Misery, Most Happiness as defined in Section 4.2. We
contrast these approaches using the baseline neighborhood
approach to the Group Neighborhood Selection model ap-
proach. We compare prediction accuracy of the predicted
rating of each test item to the average of the actual ratings of
the individual group members for that test item.

5 Results and Discussion

We first consider the overall RMSE performance across all
group sizes and similarity levels, as shown in Figure 2. We
find that the merging profile baseline approach (Pseudo) per-
forms better than any of the baseline aggregating recommen-
dations approaches as well as applying the Group Neighbor-
hood Selection model whether we are aggregating profiles
or aggregating recommendations.

Given the evaluation approach, it is possible for
a subset of the randomly created groups to have a
Group_Neighborhood size of zero. To examine the poten-
tial impact of our model, we specifically consider groups
and test items where the Group_Neighborhood size is greater
than zero. In our results, there were 775 unique groups and
4836 group/item pairs for testing. Figure 3 depicts the re-
sults showing that applying the Group_Neighborhood model
with aggregating profile (Pseudo) provides higher accuracy
recommendations (p<0.05) than the other implemented ap-
proaches.

Group Size To examine how the group neighborhood
model performs with respect to the size of the group we
combined the evaluated groups based on size. Table 2 shows
the RMSE values for the different evaluated models across
group sizes 2-5. Results show that for groups of size 2 the
average group model (Avg) perfumed best while the group
neighborhood model performed better for groups of size 3,
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Figure 2: RMSE over all evaluated groups and test items
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Figure 3: RMSE over all evaluated groups and test items
with Group_Neighborhood size > 0

4 and 5. For groups of size 3 the average weighted neigh-
borhood model was best while for groups of size 4 and 5
the pseudo weighted neighborhood model had the lowest
RMSE.

To directly analyze the performance of the Group
Neighborhood Selection model we once again exam-
ine only the groups/test pairs where it was applicable
(Group_Neighborhood size >0). These results show that
the average prediction aggregation model performed best
for groups of size 2 and 3. The average weighted model
was best for groups of size 4 and merging profiles approach
was best for groups of size 5. From the overall results we
conclude that the group neighborhood selection method can
achieve significant improvement against other methods in
the accuracy of predictions in group-based recommenda-
tions.

pseudo | Avg LM MH | pWt | avgWt | ImWt | MhWt
size 2 | 0.665 0.653 | 0.746 | 0.688 | 1.041 | 0.877 | 0.805 | 0.669
size 3 | 0.570 0.556 | 0.748 | 0.633 | 0.571 | 0.556 | 0.748 | 0.633
size 4 | 0.501 0.506 | 0.757 | 0.601 | 0.500 | 0.505 | 0.757 | 0.600
size 5 | 0.434 0.465 | 0.821 | 0.543 | 0.434 | 0.465 | 0.821 | 0.542

Table 2: RMSE with respect to group size

Group Coherency Examining the performance of the
evaluated models with respect to inner group-similarity the
group neighborhood method performs best for high similar-
ity groups when used with the aggregating profiles group
recommendation technique. This result was not significant
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pseudo | Avg LM MH | pWt | avgWt | ImWt | MhWt
High 0.646 | 0.663 | 0.818 | 0.727 | 0.644 | 0.657 | 0.817 | 0.722
Medium | 0.531 | 0.524 [ 0.723 [ 0.586 | 0.533 | 0.524 | 0.721 | 0.588
Low 0.495 | 0.476 | 0.619 | 0.558 | 0.500 | 0.481 | 0.621 | 0.566
Table 3: RMSE with respect to inner group coherency for

test items with Group_Neighborhood size > 0

(p>0.05) when compared to the baseline profile merging
approach. For groups with medium and low inner group
similarity levels aggregating prediction approach with av-
erage group model performs best. We then consider and
evaluate only the groups and test items where there was
a Group_Neighborhood with respect to inner group simi-
larity. Table 3 shows the RMSE values for those groups
with test items with Group_Neighborhood size > 0. We
find that the Group Neighborhood Selection model signif-
icantly (p<0.05) performs best when used with the aggre-
gating profiles group recommendation technique for groups
where the group members are highly similar to each other.
For groups with medium to low coherency levels among the
group members the average baseline model still performed
best.

Group Size and Coherency Another aspect we examined
is the combined effect of the group size and the inner group
similarity on the prediction accuracy using the proposed ap-
proach and the baseline approaches. Table 4 shows the best
performing strategy based on the average RMSE calculated
for each group size and group inner similarity combination
we evaluated.

Similarity] Size— 2 3 4 5
Low Avg Avg AvgGNS Avg
Medium Avg AvgGNS AvgGNS Pseudo
High AvgGNS Pseudo PseudoGNS | PseudoGNS

Table 4: Best performing technique using RMSE measure

Focusing on the Group Neighborhood Selection model,
Table 5 shows the best performing approach for these filtered
results.

J Similarity — Size 2 3 4 5
Low Avg Avg PseudoGNS Pseudo
Medium Avg Avg Pseudo Pseudo
High AvgGNS | PseudoGNS | PseudoGNS | PseudoGNS

Table 5: Best performing technique using RMSE measure
for Group_Neighborhood size > 0

These results can be summarized that the aggregating pre-
dictions using the average group model achieves higher ac-
curacy results for smaller sized groups (2,3) with low to
medium similarity. As the group size and inner similarity in-
creases combining the merging profile approach with Group
Neighborhood Selection model can achieve more accurate
results.

6 Conclusion

In various situations the need emerges for recommendations
made to a group of people rather than individual users. In



this work, we focus of our attention at the selection tech-
nique of neighbors in a neighborhood-based CF recombi-
nation system tailored to groups. We propose a different
selection approach through identifying the neighbors in the
selected neighborhood that will be used in the prediction cal-
culation of an item for a group member and happen to appear
in all of the other group members’ neighborhoods for the
same item. We recognize these special neighbors by assign-
ing a higher weight to them than the other neighbors when
implementing a deviation-from-mean approach for calculat-
ing a prediction for an item. We compared the performance
of this approach to some baseline group recommendation
models for groups of different group characteristics along
the dimensions of size and user-to-user similarity.

Results show that the proposed Group Neighborhood Se-
lection model can result in a more accurate prediction when
combined with aggregating the profiles of the individual
group members to form a “pseudo” user for that group.
Thus this approach may provide better overall system accu-
racy, particularly for groups of high inner group similarity.
A limitation is that it can only be applied where common
neighbors exist between all the group members, though our
experimental group formation shows a substantial number of
applicable cases. Going further with this work we plan ad-
dressing this issue by investigating other models for identi-
fying and weighing group neighbors as part of the prediction
computation in group-based recommender systems.
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