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Abstract 
This paper shows that the combination of knowledge and 
corpus-based word-to-word similarity measures can produce 
higher agreement with human judgment than any of the in-
dividual measures. While this might be a predictable result, 
the paper provides insights about the circumstances under 
which a combination is productive and about the improve-
ment levels that are to be expected. The experiments pre-
sented here were conducted using the word-to-word similar-
ity measures included in SEMILAR, a freely available se-
mantic similarity toolkit. 

 Introduction  
Semantic similarity is a fundamental concept which ap-
pears recurrently in many Natural Language Processing 
(NLP) tasks. For example, the goal in Information Retriev-
al (IR) is to find documents that are most relevant to an us-
er query and, most often than not, this actually means find-
ing documents that have similar content to the query. In-
formation Extraction implies searching for linguistic con-
structions that match or are similar to certain expert-
defined patterns that generalize for certain types of infor-
mation and have precisely defined semantics. In Machine 
Translation, the goal is to automatically find the translation 
of a text from a source language into a target language. 
This implies that a text must be produced in the target lan-
guage in such a way that has a similar meaning with the 
source text. 
 More specifically, two important NLP tasks dealing di-
rectly with semantic similarity are Textual Entailment and 
Paraphrase Identification. These are critical components in 
many applications such as Intelligent Tutoring Systems 
(ITS) with natural language interaction. For example, the 
conversational ITS DeepTutor (Rus et al. 2013a) uses 
scripts defined by experts to guide students in their con-
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struction of solutions to Newtonian physics problems. Such 
a system assesses the correctness of student answers 
through sentence level semantic similarity (paraphrase sim-
ilarity between the student response and the expert re-
sponse, which is deemed correct). If the student response is 
semantically similar to the expert response the student re-
sponse is deemed correct too. 
 Word-to-word similarity is the foundation on which the 
semantic similarity between longer texts can be built (Rus 
et al., 2013b), and therefore, there is a constant push to im-
prove it, so as to match human judgments as close as pos-
sible. This is why the team behind the DeepTutor system 
recently released SEMILAR (Rus et al. 2013b), a semantic 
similarity toolkit which contains a collection of various 
known word-to-word and sentence similarity measures and 
models. This paper presents our experiments on combining 
SEMILAR’s  word-to-word similarity measures in an effort 
to improve the agreement with human judgments. 
 In the second section of the paper we will review the lit-
erature on word-to-word similarity measures. The third 
section will present SEMILAR and an evaluation of the 
measures it contains, while the fourth will present our 
combining experiments and results. The paper ends with a 
conclusions section. 

Word-to-Word Similarity Measures 
Research literature contains an impressively high number 
of measures for computing word-to-word similarity. Some 
of the measures, which are considered to be knowledge-
based, exploit the structure of semantic networks or ontol-
ogies (e.g. is-a hierarchy in Princeton WordNet [PWN; 
Fellbaum 1998]) and work on distance-based measures on 
the   network’s   paths   (Rada   et   al.   1989;;   Lee   et   al.   1989;;  
Leacock and Chodorow 1998; Wu and Palmer 1994). 
These can further be improved by using the Information 
Content of the lowest common subsumer in the hierarchy 
and corpus statistics (Resnik 1995; Jiang and Conrath 
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1997; Lin 1998). Moreover, the PWN gloss overlap meas-
ure can be used for inferring similarity (Banerjee and 
Pedersen 2003). Such methods are implemented in the 
WordNet::Similarity package (Pedersen et al. 2004) and al-
so included in the SEMILAR toolkit (Rus et al. 2013b). 
 Another category of word-to-word similarity measures 
relies on a corpus to compute a similarity score. For exam-
ple, Latent Semantic Analysis (LSA; Landauer et al. 1998), 
Explicit Semantic Analysis (ESA; Gabrilovich and Mar-
kovitch, 2007), or Latent Dirichlet Allocation (LDA; Blei 
et al. 2003) exploit the distributions of words in large col-
lections of documents. LSA and ESA generate semantic 
models or spaces in which words are represented as vec-
tors, the values of which being, for instance, weighted fre-
quencies of occurrences within given documents. On the 
other hand, LDA models documents as topic distributions 
and topics as distributions over words in the vocabulary. In 
this case, each word can be represented as a vector encod-
ing its contribution to the LDA generated topics. As such, 
for all these methods (LSA, ESA and LDA), the similarity 
between words can be, and usually is, computed in terms 
of cosine similarity between corresponding vectors. 
 Another class of methods uses IR engines to gather co-
occurrence statistics based on which similarity scores are 
computed. Pointwise Mutual Information (Bollegala et al. 
2007) is typically used in such cases. 
 One explanation for the existence of so many methods is 
the fact that instead of being directly defined by a formula, 
a   similarity   measure   is   rather   “derived   from   a   set   of as-
sumptions   about   similarity”   (Lin   1998).   This   is   very   im-
portant in distinguishing between the existing various 
measures and choosing the right one, given a certain task. 
Lin (1998) states 3 principal general intuitions that should 
be considered when defining a similarity measure. Given 
two objects (in our case words) and a clear definition for 
commonality (often expressed in terms of information con-
tent) these are: (i) the more commonality they share, the 
more similar they are; (ii) the more differences they have, 
the less similar they are; (iii) maximum similarity is 
reached when the two items are identical. Many of the ex-
isting measures are focusing on the first and the third intui-
tions, ignoring the second one, but most of the differences 
between them are largely given by the way in which the 
commonality is measured. 
 All the automatic measures for similarity make certain 
assumptions about commonality, which are consistently 
preserved no matter the word pairs under scrutiny. On the 
other side, humans are not always aware of the commonali-
ty assumptions they are making, and we speculate that 
sometimes they even change or merge assumptions de-
pending on the given word pairs, judging similarity from 
multiple angles. This is why we think that combining dif-
ferent types of similarities would better simulate the way 
humans think. 

SEMILAR 
SEMILAR1 (Rus et al. 2013b) is a recently released se-
mantic similarity toolkit which comprises a multitude of 
components for project management, data view browsing-
visualization, natural language preprocessing (e.g., colloca-
tion identification, part-of-speech tagging, phrase or de-
pendency parsing, etc.), semantic similarity methods for 
both word and sentence level, classification components 
(naïve   Bayes,   Decision   Trees,   Support   Vector Machines, 
and Neural Network), kernel based methods (sequence 
kernels, word sequence kernels, and tree kernels), and oth-
er functionalities designed to help researchers in the pro-
cess of choosing the right similarity model that would suit 
their needs. 
 Among the available word-to-word similarity measures 
included in this package we list all the WordNet based sim-
ilarity measures that are also present in the Word-
Net::Similarity package (Pedersen et al. 2004) and multiple 
LSA and LDA semantic models generated based on the 
Touchstone Applied Science Associates (TASA) corpus 
(Ivens and Koslin 1991; Landauer et al. 1998). Recently, 
there have been added new LSA and ESA semantic models 
constructed on the whole English Wikipedia (a January 
2013 version). 
 We started by evaluating the performances of these 
measures against human judgment. To do this, we turned 
to the WordSimilarity-353 Test Collection (Finkelstein et 
al., 2001), the most used test set for word-to-word similari-
ty in the literature. It contains 353 word pairs along with 
similarity scores which were manually assigned by more 
than 13 different subjects. The average values can be seen 
as good estimators for the similarity between these pairs, 
and can be used as a gold standard when evaluating differ-
ent measures against human judgment. Such evaluations 
are traditionally done by computing Spearman rank-order 
(rho) correlations (Agirre et al. 2009; Gabrilovich and 
Markovitch 2007), but in what concerns our results, we al-
so provide Pearson (r) correlation values. Table 1 presents 
evaluations on SEMILAR’s   word-to-word similarity 
measures compared to other existing measures in the litera-
ture. 
 Interestingly, the computed r values show that the re-
sults obtained with WordNet methods are more correlated 
with those obtained using the LSA model built over Wik-
ipedia than the one built over TASA (see Table 2). How-
ever, rho values seem to indicate the opposite. 
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Method Pearson Spearman 
Results obtained using SEMILAR 

WordNet based Similarity (WN) 0.187-0.380 0.196-0.381 
ESA Wiki 0.542 0.568 
Best LSA Wiki Model 0.589 0.603 
Best LSA TASA Model 0.576 0.591 
Best LDA TASA Model 0.345 0.326 

Results reported in other papers 
PWN (Jarmasz, 2003) 0.33-0.35 
Roget’s  Thesaurus  (Jarmasz,  2003) 0.55 
LSA (Finkelstein et al., 2002) 0.56 
Wikipedia (Strube & Ponzetto, 2006) 0.19-0.48  
ESA Wiki (Gabrilovich & Markovitch, 2007) 0.75 
ESA ODP (Gabrilovich & Markovitch, 2007) 0.65 
PWN 3.0 (Agirre et al., 2009) 0.56 
PWN 3.0 + glosses (Agirre et al., 2009) 0.66 
Context Windows (CW) (Agirre et al., 2009) 0.57-0.63 
Bag of Words (Agirre et al., 2009) 0.64-0.65 
Syntactic Vectors (Syn) (Agirre et al., 2009) 0.55-0.62 
CW + Syn (Agirre et al., 2009) 0.48-0.66 
SVM (Agirre et al., 2009) 0.78 

Table 1: Comparison between the results obtained 
using SEMILAR and those reported by others (in 

terms of correlation with humans) 

Combining Measures 
Given the multitude of word-to-word similarity measures 
available in SEMILAR, a logical step would be to combine 
them into a better function. We consider this to be a very 
useful feature that should be available in the SEMILAR 
toolkit. It has been shown that in order to obtain better re-
sults via the combination of two or more methods, two 
conditions must be satisfied (Dieterich, 1998): (i) the 
methods should be different but, (ii) they should have 
comparable performance scores. In other words, their 
overall performance should be comparable, while making 
different mistakes. Some of the methods in the toolkit meet 
these requirements. Table 2 shows the correlations among 
the measures selected for our experiments. It is important 
to observe that all WordNet (WN) measures have a rela-
tively low correlation with human judgment. This is why 
we selected for our experiments only one WN measure, the 
one having the best correlation with humans (i.e. a Lesk 
type measure [Banerjee and Pedersen 2002]). 
 The most straightforward way to combine the available 
measures is by fitting linear regression models. The results 
obtained using two by two combinations, are presented in 
Table 3. 
 Looking at the values in Table 1, one can see that the 
correlation between humans and the best LSA Wiki model 
is 0.60 (rho), while the correlation between humans and 
LSA TASA model is 0.59 (rho).  But, the correlation be-
tween the two LSA models is 0.60 (rho). In other words, 
the efficiency of the two models is comparable, but they 
are not making so many different mistakes. Consequently, 

we could guess that combining the two would increase the 
agreement versus humans, but not by much. The values in 
table 3, confirm this intuition: the correlation of the com-
bined model is 0.65 (rho). 

 LSA TASA LDA ESA WN 
LSA 
Wiki 

0.594 
0.600 

0.354 
0.249 

0.599 
0.633 

0.304 
0.224 

LSA 
TASA 

 0.635 
0.374 

0.585 
0.584 

0.282 
0.248 

LDA   0.407 
0.249 

0.278 
0.168 

ESA    0.314 
0.292 

Table 2: Pearson (top) and Spearman (bottom) corre-
lations among the selected measures 

 On the other hand, the low correlation values between 
WN and the other methods show that they are making al-
most completely different mistakes. Although this can 
show a high potential for combinations, we should be tem-
pered by the fact the WN methods have a low correlation 
score comparing to humans. 

 LSA TASA LDA ESA WN 
LSA 
Wiki 

0.632 
0.646 

0.591 
0.623 

0.643 
0.658 

0.621 
0.647 

LSA 
TASA 

 0.559 
0.576 

0.640 
0.661 

0.618 
0.642 

LDA   0.594 
0.637 

0.479 
0.501 

ESA    0.627 
0.672 

Table 3: Correlations with humans obtained by line-
arly combining the selected measures, two by two 

(Pearson – top; Spearman - bottom). 
 Table 3 presents the results obtained by combining the 
selected measures two by two. For example, the correlation 
values between the measure that combines the two LSA 
measures and human judgment are 0.632 (r) and 0.646 
(rho) (see the top left cell). The values in Table 3 are ob-
tained by conducting a ten-fold cross-validation: we select-
ed 10 consecutive chunks of 31 word-pairs as test sets, and 
used the rest for training. Moreover, we investigated all the 
possible linear combinations between subsets of these se-
lected methods. The best combinations of 3 measures are 
LSA Wiki + ESA + WN, with correlation values of 0.673 
(r) and 0.704 (rho) and LSA TASA + ESA + WN with 
0.673 (r) and 0.712 (rho). The best results can be obtained 
by combining LSA Wiki, LSA TASA, ESA and WN, with 
correlation values of 0.676 (r) and 0.723 (rho). 
 Looking at the measures that produce the best result, we 
realize that the observed increase in correlation should be 
expected, because the different measures involved are cap-
turing different similarity aspects that can occur between 
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words. For example, WN-based measures cannot capture 
the co-occurrence facet of similarity but, in turn, this is 
properly addressed by the LSA and ESA. On the other 
hand, the latter models have no way of exploiting the simi-
larity given by the generality or specificity encoded into an 
ontological hierarchical structure. This is clearly showing 
the potential of combining Knowledge and Corpus-based 
measures for word to word similarity. 

Conclusions 
Word-to-word similarity is the foundation on which se-
mantic similarity measures for longer texts (i.e. sentences, 
paragraphs, even documents) are built. It is therefore im-
portant that such measures are as close as possible to hu-
mans when assessing word-to-word similarity. This paper 
shows that a good way for achieving this objective is to 
combine measures that are capturing different types of sim-
ilarity. Knowledge-based measures are exploiting semantic 
relationships in ontologies to judge similarity, while cor-
pus-based ones rely on co-occurrence statistics to do it. 
Combining the two is a natural way to capture similarity on 
multiple facets and our experiments confirmed that this is a 
good strategy to get a better agreement with human judg-
ment. Such conceptually different measures are bound to 
make different mistakes. If they also have similar perfor-
mances, the ideal requirements for a productive combina-
tion are met. 
 In the near future we will continue our experiments on 
combining word-to-word similarity measures, also consid-
ering methods such as weighted average or bagging. 
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