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Abstract 

Advancements in speech recognition and voice-to-text tech-
nologies have made these topics more popular as of late. 
When analyzing certain types of time-series data, it is im-
portant to properly preprocess the data in order to deal with 
varied-length instances. In this work we study the influence 
of three different data preprocessing techniques on the 
quality of patterns extracted from a dataset of Arabic digits 
spoken by native speakers. Our ultimate objective is to de-
termine which data preprocessing technique is most effec-
tive in producing strong patterns from this dataset which we 
accomplish by clustering the preprocessed datasets and 
measuring the quality of the produced clusters. Our experi-
ments underscore the benefits of using the proposed poly-
nomial fitting preprocessing technique to produce desirable 
results. 

 Introduction   

Time-series analysis is often utilized to expose patterns 

from data collected over a period of time where the latter 

plays a significant role in interpreting the semantics of the 

data. When making comparisons regarding data of any 

form, it is vital that the various instances in the dataset be 

scaled into the same proportion as the others. Particularly 

important to our work, time-series data of different lengths 

need to be converted to the same spectrum in order to be 

more readily comparable. In considering time-series analy-

sis of digitized spoken words, it is recognized that data 

collected over a varied length of time with differing fre-

quencies will have a non-uniform structure. As such, pre-

processing the data is usually sought to aid data mining and 

machine learning algorithms to be more effective in ex-

tracting desirable patterns.  
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 In this paper we propose three techniques to preprocess 

a dataset of spoken Arabic digits in order to deal with the 

varying lengths of the instances in the dataset. The most 

promising technique works by fitting all the values in each 

instance attribute with a polynomial over time, and then 

stretching the resulting polynomial to fit the largest sized 

data piece in a process known as polynomial fitting. An-

other preprocessing technique is to keep track of the num-

ber of increasing and decreasing segments among the val-

ues of each instance attribute. The resulting count is then 

used as a representative value for that particular instance 

attribute; a similar process is then repeated for all attributes 

in the dataset. The final preprocessing technique is simply 

to compute and use the average of the different values per 

attribute.   

 Clustering is then applied on the resulting preprocessed 

datasets. The purities of the produced clusters are studied 

by analyzing the entropy (Quinlan 1986; Tan, Steinbach, 

and Kumar 2005) of the clusters in an attempt to under-

stand the tendency of the data instances to cluster in adher-

ence to the spoken digits they represent. 

 The same dataset was used in two previous studies for 

speech recognition purposes. This is in contrast to our 

work which aims to study the effect of different prepro-

cessing techniques on the quality of patterns extracted from 

the dataset. Hammani and Sellam (2009) used a spanning-

tree-based classifier for speech recognition. The data was 

fed to a model which used class probability to predict the 

spoken digit. A more efficient version of this approach is 

presented in Hammani and Bedda (2010). 

 Numerous works have focused on the problem of speech 

recognition for various purposes such as improving ser-

vices for the disabled (Garrett et al. 2011; Zahorian, Zim-

mer and Meng 2002), robot control (Shrivastava et al. 

2013), speaker identification (Beigie 2011) and many 
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more. Research has been applied to different spoken lan-

guages including Urdu (Sarfraz et al. 2010) and Russian 

(Vazhenina et al. 2012).  

Data and Preprocessing 

The dataset investigated in this work is called “Spoken 

Arabic Digit Data Set” and can be obtained from the UCI 

Machine Learning Repository (Bache and Lichman 2013). 

The dataset contains 8,800 records. Each record corre-

sponds to a native speaker speaking one of the Arabic dig-

its 0 through 9; in total, there 88 speakers each speaking 

the 10 digits 10 times for a total of 8,800 records.  

 The data is split into the following: 66 speakers belong 

to the training set and 22 speakers belong to the test set; 

thus, the training set contains 6,600 records and the test set 

contains 2,200 records. There are no missing attribute val-

ues in this dataset. It is worth noting that of the 88 speak-

ers, half are females and half are males. 

 Each time line (or simply line) in this dataset corre-

sponds to a time-series instance called an analysis frame 

which represents a time snippet and is made up of exactly 

13 attributes corresponding to Mel Frequency Cepstral 

Coefficients (MFCC) (Zheng, Zhang and Song 2001) in 

increasing order. These lines are organized into blocks 

called records ranging anywhere from 4 to 93 lines (or time 

snippets) of 13 attributes each where a block or record of 

lines represents the pronunciation of a single Arabic digit 

by a single speaker. The variations in the number of time 

snippets per record are largely due to the fact that people 

tend to speak with different pace and pitch.  

 The first step in preprocessing this dataset was to re-

move records at the extreme ends with either very few time 

lines or with the most lines with the objective of eliminat-

ing outliers that might otherwise skew the data. We chose 

to only include records having between 20 and 60 lines 

which eventually left most of the dataset intact. The dataset 

was then preprocessed using the three different techniques 

explained next in order to convert records of different 

lengths to the same spectrum. 

Averaging  

This preprocessing technique entails computing the aver-

age value of each attribute across all the record lines. Thus 

each record is consolidated down to precisely 13 attributes 

followed by a final entry corresponding to the class label 

represented by the spoken digit.  

Counting Increasing/Decreasing Segments 

Using this technique, we compute the number of increasing 

and decreasing segments per record attribute. This is done 

by keeping track of the direction of increase/decrease in 

the attribute value across the record lines and then adding 

one to a count anytime there is a switch. Figure 1 shows 17 

values for some record attribute connected by a curve and 

how this would correspond to an increase/decrease count 

of 5. Thus, like the previous technique, this one also con-

denses each attribute into just one, therefore, producing 

records condensed into 13 attributes plus a class label. 

Polynomial Fitting 

This technique fits the data values in every record attrib-

ute–ranging between 20 and 60 values–with the unique 

polynomial that passes through the given values. For ex-

ample, assuming a given record contains 25 time snippets, 

then for each of the 13 attributes, we would use the 25 data 

values (0, 𝑣0), (1, 𝑣1), … , (24, 𝑣24) to find the unique 24th 

degree polynomial (call it 𝑓(𝑥) where 𝑥 represents the time 

snippet and is defined over [0, 24]) that passes through 

these 25 data values. In other words, we need to solve a 

system of equations to find the coefficients for polynomial 

𝑓(𝑥) = 𝑎. 𝑥24 + 𝑏. 𝑥23 +  𝑐. 𝑥22 + ⋯ +  𝑤. 𝑥2 + 𝑦. 𝑥1 +
𝑧. 𝑥0  given that 𝑓(0) = 𝑣0, 𝑓(1) = 𝑣1 … 𝑓(24) = 𝑣24.  
 After deriving 𝑓(𝑥), we stretch 𝑓 so that 𝑥 is defined 

over [0, 59] instead of [0, 24] since the number of values 

per attribute (or lines per record) maxes out at 60. Thus we 

want to stretch 𝑓 horizontally by a factor of 59/24≈2.458. 

This can be achieved by computing function 𝑔 as 𝑔(𝑥) =
𝑓(𝑥/(59 ⁄ 24))  = 𝑓((24/59)𝑥 ) where 𝑔(0) = 𝑓(0) and 

𝑔(59) = 𝑓(24). This step is done so that all record attrib-

utes are defined for any 𝑥 in the range [0, 59] (i.e. have up 

to 60 values).  

 

 

 

 

 

 

 

 

 

 

 

 

Figure. 1:  Distribution of 17 attribute values with arrows indicat-

ing increase/decrease in value. The resulting count is 5. 

 The top portion of Figure 2 shows two polynomials de-

fined over different ranges. Notice how the darker poly-

nomial has been stretched to better align with the other one 

in the lower portion of the figure.  

 Once attribute polynomials are obtained, there are sever-

al ways they can be represented in the data. We chose to 

evaluate the polynomial at evenly spaced intervals of 5 and 

treat these values as derived attributes. Thus, for a given 

record, there would be 13*12=156 attributes in addition to 
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the class label. The value 13 comes from the original 13 

attributes and the 12 is the size of the range (i.e., 60) divid-

ed by the size of the interval chosen to evaluate the 

stretched polynomial (i.e., 5). Thus, one record in the pre-

processed dataset would look like the follow-

ing:  𝑓0(0),  𝑓0(5), … 𝑓0(55), 𝑓1(0), … 𝑓12(55), class label. 

 Note that an interval of 5 was chosen here in order to 

balance overall runtime performance with the quality of the 

produced results. A smaller interval would result in more 

attributes thus producing better results (most likely) but 

would also require longer runtimes. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2: Adjusting polynomials of differing sizes via stretching. 

Experimental Results 

The previous section outlines the preprocessing work done 

on the dataset; however, our objective in this paper is to 

experimentally discover which preprocessing technique 

produces the “best” clustering results. Consequently, we 

produced clusters for each preprocessing technique and 

evaluated the goodness of the produced clusters using in-

formation gain. 

 Due to its popularity, we opted to use the traditional K-

Means clustering algorithm to cluster the preprocessed 

datasets. K-Means is a simple partitional clustering algo-

rithm where each cluster is defined by a center point 

known as the centroid for that cluster. There is a predeter-

mined number of centroids and thereby a predetermined 

number of resulting clusters (the user-specified value K). 

Every data point is assigned to a cluster based on which 

centroid is closest to it using some predefined dis-

tance/similarity measure. The algorithm begins by random-

ly selecting K points as the initial centroids. K clusters are 

then formed by assigning every point to its closest cen-

troid. The centroids are recomputed, and the points are 

reassigned until the centroids do not change (or do not 

change enough). After the clusters stabilize, the algorithm 

is said to have converged.  

 We evaluated the produced clusters by computing the 

entropy defined by information gain (Quinlan 1986). In-

formation gain (or simply info gain) is a measure typically 

used in decision tree induction (DTI) (Quinlan 1986) dur-

ing the process of building the decision tree  The following 

formula shows the gain in information from a given split as 

the reduction in entropy due to that split. This is computed 

as the current entropy (prior to the split) minus the 

weighted summation of the entropy values for all tree 

branches 𝑖 (where 𝑖 ∈ [1, 𝑘]) resulting from the split where 

𝑛 is the total number of instances before the split and  𝑛𝑖 is 

the number of instances along branch 𝑖: 𝐺𝐴𝐼𝑁𝑠𝑝𝑙𝑖𝑡 =
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑝) − (∑

𝑛𝑖

𝑛
𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑖)𝑘

𝑖=1 ). 

 For every branch 𝑖 resulting from the split, entropy is 

computed using the following formula where 𝑝(𝑐|𝑖) is the 

probability for an instance with class label 𝑐 to exist along 

branch 𝑖:𝐸𝑛𝑡𝑟𝑜𝑝𝑦(𝑖) = − ∑ 𝑝(𝑐|𝑖) log 𝑝(𝑐|𝑖)𝑐 . 

 In the context of data clustering where the data already 

contains class labels (the spoken digits in our case) one can 

compute the information gain that results from clustering 

the data by viewing every cluster as a new branch in some 

decision tree. Note that higher info gain values indicate 

higher purities and thus better clustering. 

 Results depicted in Figures 3 show the information gain 

values calculated for 10, 20 and 30 clusters produced using 

K-Means for each of the three preprocessing techniques. 

Note that in the experiments reported here, we only used 

data in the training set which contains 6,600 records 

(please refer to section “Data and Preprocessing”). Also 

note that we ran K-Means 20 times on each of the prepro-

cessed datasets and reported information gain measures as 

the average among these 20 runs.  

 Overall, the polynomial fitting preprocessing technique 

produces the best clustering results by far regardless of the 

number of clusters produced. We can note the trend that as 

the number of clusters increases from 10 to 20 to 30, in-

formation gain increases as well. This is expected as a 

larger number of clusters increases the probability of pro-

ducing clusters with higher purity.  

 Results using the averaging preprocessing technique 

rank a distant second while results for the increas-

ing/decreasing segment counting preprocessing are the 

poorest. This clearly indicates that the latter preprocessing 

technique fails to accurately represent the semantics of the 

data which could be attributed to the fact that the number 

of increasing/decreasing segments is not indicative of the 
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digit being spoken. It could more easily correlate with the 

length of time it took a speaker to utter the digit, for in-

stance. However, both techniques follow the same pattern 

of improving quality as number of clusters increases for 

the same reasons outlined earlier.  

 

 

Figure 3: Info gain results using various preprocessing tech-

niques computed for 10, 20 and 30 clusters.  

Conclusion and Future Direction 

Overall, our study of the three preprocessing techniques 

indicates that the proposed technique of polynomial fitting 

performs most effectively when using K-Means and evalu-

ating resulting clusters using information again. The aver-

aging technique performs better than the increas-

ing/decreasing segment counting technique which is the 

poorest by far. Clustering results from all techniques seem 

to improve as the number of produced clusters increases. 

 While this study has reported results using K-Means, a 

future direction for this work would be to produce results 

using different clustering algorithms including hierarchical 

and density-based ones. We also envision additional future 

work focusing on comparing results from the proposed 

polynomial fitting technique with other preprocessing 

techniques in the literature especially dynamic time warp-

ing (Muller 2007). 

 In order to further validate the resulting clusters, we plan 

to use them to classify previously unseen test records. This 

may be accomplished by classifying records in the test set 

(refer to section “Data and Preprocessing”) based on the 

nearest centroid. The most frequent class label in the cho-

sen cluster may then be assigned as the predicted class la-

bel for the test record. The objective here would be to fur-

ther validate the use of information gain to evaluate the 

resulting clusters and consequently support our claims 

about the superior performance of the proposed polynomial 

fitting preprocessing technique.  
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