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Abstract

Recent work in psychology provided evidence that
plausibility monitoring is a routine component of lan-
guage comprehension by showing that reactions of test
persons were delayed when, e.g., a positive response
was required for an implausible target word. These ex-
perimental results raise the crucial question of whether,
and how, the role of plausibility assessments for the
processes inherent to language comprehension can be
made more precise. In this paper, we show that formal
approaches to plausibility from the field of knowledge
representation can explain the observed phenomena in
a satisfactory way. In particular, we argue that the de-
lays in response time are caused by belief revision pro-
cesses which are necessary to overcome the mismatch
between plausible context (or background resp. world)
knowledge and implausible target words.

1 Introduction
In psychology, the question of whether linguistic informa-
tion is routinely evaluated for truth or plausibility based on
relevant world knowledge (epistemic validation, see, e.g.,
(Richter, Schroeder, and Wöhrmann 2009)) during language
comprehension is still a point of contention. A widely ac-
cepted view is that epistemic validation is a strategic, op-
tional process which is subsequent to language comprehen-
sion (Gilbert 1991; Gilbert, Tafarodi, and Malone 1993).
Based on this idea, two-step models of comprehension and
validation have been predominant which either assume that
comprehension proceeds without any evaluative component
(e.g., (Connell and Keane 2006)), or that the linguistic in-
put is by default initially accepted as true and can only ef-
fortfully be unbelieved at a later point (e.g., (Gilbert, Ta-
farodi, and Malone 1993)). Thus, a common assumption of
these two-step models is that readers need to actively ques-
tion the plausibility of information to notice inconsistencies
with their world knowledge. This would imply that it is pos-
sible for readers to comprehend linguistic information while
ignoring whether or not it is plausible.

However, most modern theories of language comprehen-
sion agree that to understand a text, readers need to in-
tegrate text information with their knowledge about the
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world to construct a situation model of what the text is
about (Johnson-Laird 1983; van Dijk and Kintsch 1983;
Zwaan and Radvansky 1998). An important but generally
overlooked implication of this assumption is that the pro-
cess of constructing a situation model must be sensitive to
the goodness of fit between incoming information and world
knowledge. Therefore, (Isberner and Richter 2013) pro-
posed that knowledge-based plausibility must be routinely
monitored during language comprehension. They tested this
assumption with a reaction time paradigm in which an as-
sessment of plausibility was irrelevant or even detrimental to
performance on the actual experimental task. In two exper-
iments using different experimental tasks, they found inter-
ference of task-irrelevant plausibility with task performance,
which constitutes evidence that readers cannot actually com-
prehend information without also assessing its consistency
with their plausible beliefs about the world.

In this paper, we propose a formal model of what actu-
ally happens in the reader when he or she encounters plau-
sible and implausible information of the kind used by (Is-
berner and Richter 2013) in their experiments, and discuss
to what extent this model can account for their empirical
findings. As a suitable framework for modelling plausible
reasoning, we choose Spohn’s ordinal conditional functions,
OCF (Spohn 1988), and the approach of c-representations
and c-revisions (Kern-Isberner 2004) because this combina-
tion is able to provide all methods necessary for a frame-
work of plausible, inductive reasoning from background
knowledge and iterated belief revision in the spirit of (Dar-
wiche and Pearl 1997). C-representations allow for (in-
ductive) nonmonotonic reasoning of a very high quality,
meeting basically all standards which have been proposed
for nonmonotonic logics so far (cf. (Kern-Isberner 2001;
2004)). Moreover, c-revisions generalize c-representations,
so that we can take advantage of a seamless methodological
framework for all reasoning activities that we consider in the
experiments. This is important both from a formal and a psy-
chological point of view because such a unifying theory ad-
equately models the close link between uncertain reasoning
and belief revision (cf., e.g., (Kern-Isberner 2001)) which
has also been pointed out in the psychological literature (cf.,
e.g., (Politzer and Carles 2001)). However, we would like
to emphasize that the focus here is on the formal reason-
ing activities themselves (inductive conditional reasoning,
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plausible reasoning, and iterated belief revision) as poten-
tial causes for observed delays. Conceivably, other unifying
frameworks of plausible reasoning that provide all these rea-
soning activities in the same quality might work as well.

The basic idea is to simulate the test persons’ reasoning
by first setting up a knowledge base of conditionals which
express the relevant beliefs for the situation under consider-
ation in a task within an experiment. Instead of using some
kind of plausibility distribution right away, we thereby aim
at making plausible beliefs which form the relevant back-
ground knowledge that the test person uses in the tasks
as explicit and transparent as possible. Then, an OCF-c-
representation is built up which serves as an epistemic model
of this background belief base, making the test person ready
for responding to the respective task, which is presented in
the form of two sentences. From this c-representation and
the first sentence in the task, a situation model (or contextual
epistemic state) is computed via revision techniques. Actu-
ally, we assume that this happens immediately when the per-
son reads the first sentence. Then, when reading the second
sentence, after which a response is expected, this second in-
formation is incorporated into the contextual epistemic state
via a suitable revision operation (which may even be vacu-
ous) before responding. Our claim is that this revision takes
more or less time, depending on how compatible the second
information is with the contextual epistemic state after the
first information. Using one typical example from the ex-
periments of (Isberner and Richter 2013), we will illustrate
in detail what happens when the two pieces of information
come in, and explain why response delays may occur.

This paper is organized as follows: In section 2, we fix
some logical notations and recall how c-representations and
c-revisions based on ordinal conditional functions (OCFs)
can serve as a general model for plausible (inductive) rea-
soning. Section 3 describes briefly the details of the experi-
ments of (Isberner and Richter 2013) and summarizes their
results. Moreover, we set up the example that is used for il-
lustrating our approach here. In section 4, we present our
formal epistemic modelling for the experimental findings in
(Isberner and Richter 2013). Section 5 concludes the paper
by highlighting its main contributions and pointing out fu-
ture research questions.

2 Reasoning and revision with OCFs
We build upon a propositional logical framework. Let L
be a finitely generated propositional language, with atoms
a, b, c, . . ., and with formulas A,B,C, . . .. For conciseness
of notation, we will omit the logical and-connector, writing
AB instead of A ∧B, and overlining formulas will indicate
negation, i.e. A means ¬A. Let Ω denote the set of possi-
ble worlds over L; Ω will be taken here simply as the set of
all propositional interpretations over L. ω |= A means that
the propositional formula A ∈ L holds in the possible world
ω ∈ Ω; then ω is a model of A. As usual, let |= also de-
note the classical entailment relation between propositions.
By slight abuse of notation, we will use ω both for the model
and the corresponding conjunction of all positive or negated
atoms. The classical consequences of a set S of formulas are
given by Cn(S) = {B ∈ L | ∧S |= B}.

Conditionals (B|A) over L, i.e., A,B ∈ L, are meant
to express uncertain, plausible rules “If A then plausibly
B”. The language of all conditionals over L will be de-
noted by (L|L). A conditional (B|A) is verified by a world
ω if ω |= AB, and falsified if ω |= AB. A (finite) set
R = {(B1|A1), . . . , (Bn|An)} ⊂ (L|L) expresses plau-
sible beliefs of a human being or an agent, and is called a
(conditional) knowledge base. We will use the terms knowl-
edge and beliefs rather synonymously to denote propositions
the agent is strongly convinced of, or deems to be most
plausible. Knowledge bases R should be consistent in the
sense that they should represent a coherent world view of
the agent. This is certainly the case if it is possible to vali-
date the plausibility of all conditionals of R within a formal
epistemic framework. Such an epistemic framework can be
set up via so-called ordinal conditional functions.

Ordinal conditional functions (OCFs, also called ranking
functions) κ : Ω → N ∪ {∞} with κ−1(0) �= ∅, were intro-
duced first by (Spohn 1988). They express degrees of plau-
sibility of propositional formulas A by specifying degrees
of disbeliefs (or implausibility) of their negations A. More
formally, we have κ(A) := min{κ(ω) | ω |= A}, so that
κ(A∨B) = min{κ(A), κ(B)}. Hence, due to κ−1(0) �= ∅,
at least one of κ(A), κ(A) must be 0, and altogether we have
κ(�) = 0 where � denotes a tautology. A proposition A is
believed if κ(A) > 0 (which implies particularly κ(A) = 0).
Degrees of plausibility can also be assigned to conditionals
by setting κ(B|A) = κ(AB) − κ(A). A conditional (B|A)
is accepted in the epistemic state represented by κ, written
as κ |= (B|A), iff κ(AB) < κ(AB), i.e. iff AB is more
plausible than AB. This can also be understood as a plau-
sible, nonmonotonic inference: From A, we can plausibly
derive B, in symbols A |∼κ B, iff κ(AB) < κ(AB). In this
way, OCFs can provide semantics for validating condition-
als and plausible inference, and have become quite a popular
model for (non-quantitative) epistemic states (Goldszmidt
and Pearl 1996). The most plausible beliefs represented by
an OCF κ are contained in the set Bel (κ) which is the set
of all formulas that are satisfied by all most plausible mod-
els, i.e., by all ω with κ(ω) = 0. More formally, we have
Bel (κ) = Cn(∨κ(ω)=0ω). OCF-rankings can be understood
as logarithmic probabilities (Goldszmidt and Pearl 1996),
so there are lots of analogies between OCFs and probabil-
ity functions. In particular, the uniform OCF κu assigns the
same rank to each world: κu(ω) = 0 for all ω ∈ Ω. Note
that OCFs treat (plausible) propositions A in the same way
as the conditional (A|�), so we consider only conditionals
as elements of our knowledge bases but keep in mind that
knowledge bases can also contain plausible propositions.

Given a knowledge base R which usually expresses only
partial knowledge about the world, a crucial task is to find
an epistemic state that validates R and completes it with
plausible inferences that can be drawn from R. This pro-
cess of completing a knowledge base towards an epistemic
state is often called inductive reasoning. In our framework,
this means that we have to compute an OCF κ that accepts
all conditionals in R and can then be used for plausible rea-
soning. We will use here the approach of c-representations
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that allows for an easy generalization to also handle revision
tasks (Kern-Isberner 2001; 2004).

A c-representation of a knowledge base R =
{(B1|A1), . . . , (Bn|An)} is an OCF κ of the form

κR(ω) =
∑

ω|=AiBi

κ−i (1)

with non-negative integers κ−i that are chosen in such a way
as to ensure that κ |= R, i.e.,

κ−j > min
ω|=AjBj

∑

i �=j

ω|=AiBi

κ−i − min
ω|=AjBj

∑

i �=j

ω|=AiBi

κ−i . (2)

Having one epistemic state is not enough – new infor-
mation comes in, and the agent (or the human) has to in-
corporate this information into her epistemic state. So, the
epistemic state has to be changed, i.e., we have to perform
a belief change operation (usually denoted with the sym-
bol ∗) to adapt the agent’s beliefs to the current state of the
world. Belief revision theory provides lots of approaches to
tackle this problem (for a recent overview, see (Fermé and
Hansson 2011)). In this paper, we make use of c-revisions
(Kern-Isberner 2001; 2004) as a powerful approach to han-
dle advanced belief change tasks that we need here. More
precisely, c-revisions are able to solve the following prob-
lem: Given a prior OCF κ and a set R of conditionals that
represent new information, compute a posterior κ∗ = κ ∗ R
that accepts R and still uses as much of the information of
the prior κ as possible. C-revisions are built in a way that is
very similar to c-representations; actually, c-representations
arise from c-revisions when a uniform epistemic state κu is
revised by R. For this paper, we only need c-revisions in a
simpler form because the new information will only be one
plausible proposition, that is, we only have to find a revision
of an epistemic prior κ by a proposition A. For this case, a
handy and unique form of c-revisions can be used (for more
details, please see (Kern-Isberner and Huvermann 2015)):

κ ∗A(ω) =

{
κ(ω)− κ(A) , if ω |= A
κ(ω) + max{0,−κ(A) + 1}, if ω |= A

(3)

If already κ |= A, then κ ∗ A = κ; otherwise, A-
worlds are shifted downwards by κ(A), and A-worlds are
shifted upwards by 1. In any case, after the revision we have
κ ∗A(A) > 0, as required. κ∗A is a kind of conditioning of
κ by A. In (Kern-Isberner 2004; Kern-Isberner and Huver-
mann 2015), technical details for generalizing this to several
new pieces of (more complex) information can be found.

After having laid the formal grounds for our approach to
explaining monitoring in language comprehension, we ex-
plain how language comprehension is evaluated in (Isberner
and Richter 2013) in more detail.

3 Language comprehension in psychology
In the experiments by Isberner and Richter (Isberner and
Richter 2013), participants read sentence pairs describing
everyday situations that were either plausible or implausi-
ble with regard to general world knowledge. These sentence
pairs were presented word by word on a computer screen
(300ms/word) and their plausibility always hinged on the
last word of the sentence pair (target word). 300 ms after

the target word appeared, participants were prompted to per-
form a task on the target word. The task was either an or-
thographic task in which participants were asked to indicate
whether the target word was spelled correctly or not (Ex-
periment 1), or a color judgment task in which participants
judged whether or not the target word changed color (Exper-
iment 2). Thus, participants in both tasks were required to
provide positive (yes) and negative (no) responses unrelated
to the plausibility of the preceding sentence pair. (Isberner
and Richter 2013) predicted that if plausibility monitoring is
routine, responses should be delayed when the required re-
sponse is incongruent with the presumed outcome of the rou-
tine (but task-irrelevant) plausibility assessment compared
to when it is congruent. The results of both experiments con-
firmed this prediction but only for positive responses, which
were significantly slower for target words that made the de-
scribed situation implausible than for target words that made
it plausible, while negative reponses were either also slower
for implausible target words (Experiment 1) or not affected
(Experiment 2). We will focus on Experiment 1 in the fol-
lowing.

Condition Item version

Plausible, predictable word Frank has a broken pipe.
He calls the plumber.

Implausible, predictable word Frank has a broken leg.
He calls the plumber.

Plausible, unpredictable word Frank has a broken pipe.
He calls the tradesman.

Implausible, unpredictable word Frank has a broken leg.
He calls the tradesman.

Table 1: Sentence pairs from Experiment 1 by (Isberner and
Richter 2013)

(Isberner and Richter 2013) also tried to rule out that
their results could be explained by predictability rather
than plausibility (plausible target words are usually more
predictable than implausible target words) by using target
words that were either predictable or unpredictable, where
(un)predictability is always assessed with respect to the
plausible context. Predictability had been ascertained ex-
perimentally before. In the context of knowledge represen-
tation, predictability could be interpreted as specificity, or
informativeness. Although unpredictable target words were
generally responded to more slowly, the overall pattern of
a delay of positive responses to implausible as compared to
plausible target words did not significantly differ from the
pattern for predictable target words, which supports the pre-
diction that this delay is due to plausibility rather than pre-
dictability.

In (Isberner and Richter 2013), a within-items manipula-
tion of plausibility and predictability is used, meaning that
for each possible combination of both variables (i.e., for
each condition), a different version of the same item was
constructed. Each participant saw only one version of each
item but the same number of items in each condition, such
that across participants, all versions of each item were used.
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We chose the items from Table 1 as a typical example
of the stimuli in (Isberner and Richter 2013). Each pair of
sentences makes up one task. The item version shows the
sentences while the condition explains the precise combina-
tion of plausibility and predictability used for the respective
task. Plausibility and predictability refer to the last word of
each sentence pair (given the context), which is crucial for
the task and hence underlined.

Table 2 shows the average response times for positive and
negative answers with respect to each combination of plau-
sibility and predictability in Experiment 1. It is clearly seen
that in any case, responses were significantly slower for im-
plausible words.

Condition Plausible Implausible
Response time Response time
M (SD) M (SD)

Predictable
Positive response 953 (280) 1034 (333)
Negative response 873 (261) 927 (331)

Unpredictable
Positive response 1026 (293) 1171 (371)
Negative response 995 (317) 1009 (310)

Table 2: Response times (means (M) and standard devia-
tions (SD) by experimental condition) of Experiment 1 in
(Isberner and Richter 2013). Means and standard deviations
are based on participants as units of observations.

In the next section, we show how to explain the findings
by (Isberner and Richter 2013) with the help of the reasoning
and revision techniques described in section 2.

4 OCFs as an epistemic model for language
comprehension

The insights gained from the experiments described in sec-
tion 3 suggest that human beings perform some mental ac-
tion that take some milliseconds when being faced with im-
plausible statements, but prima facie it is not clear what ex-
actly happens in their minds, and why plausible statements
are processed more smoothly. In this section, we underpin
the findings from (Isberner and Richter 2013) by setting up
an epistemic model for a typical example used in the ex-
periments with the help of OCFs. By the formal means of
inductive reasoning and belief revision we are able to simu-
late the information processing within a test person’s mind
and to explain the observations from (Isberner and Richter
2013). A key feature of our approach is that we will make
background knowledge explicit, since in all examples from
(Isberner and Richter 2013), test persons are expected to use
commonsense knowledge to validate the statements.

In all examples, the course of the task is the same, and is
formally modelled as follows: In the beginning, before re-
ceiving the first information, the epistemic state of the test
person is given by some OCF κ which serves as a basis for
validation for all four sentences. This κ must reflect relevant

background knowledge in some way. Then, the first infor-
mation A arrives, triggering an adaptation of κ to A to set
up the epistemic context (situation model) for the task. In
our approach, this is modelled by a belief revision operation
κ∗A which we realize by c-revisions. Then the second infor-
mation B arrives, and the crucial question for evaluating the
plausibility of B is: What is the formal-logical relationship
between κ∗A and B? If κ∗A |= B, then B is plausible in the
context of κ ∗A, but if κ ∗A |= ¬B, then there is a conflict
between the new information B and what the test person’s
current epistemic context validates as plausible. Solving this
conflict, or even merely deciding to ignore the conflict, takes
time and causes the observed delay.

We will explain this in more detail with the example from
Table 1. First, we have to take care of modelling relevant
background knowledge. We use the following logical vari-
ables for this:

P having a broken pipe L having a broken leg
U calling the plumber T calling the tradesman
D calling the doctor

For each variable V , v means “V is true”, and v
means “V is false”, so e.g., p symbolizes the sentence
“Frank has a broken pipe.” We specify relevant back-
ground knowledge by the following knowledge base R =
{(u|p), (d|l), (t|u), (t|d)}:

(u|p) If one has a broken pipe,
one usually calls the plumber.

(d|l) If one has a broken leg,
one usually calls the doctor.

(t|u) A plumber is (usually) a tradesman.
(t|d) A doctor is usually not a tradesman.

Applying the technique of c-representations and choosing
minimal parameters κ−i , we obtain the OCF κ shown in Ta-
ble 3. The calculations for setting up κ are straightforward
using equations (1) and (2), so we explain them with just
some examples.

For a c-representation of R, we need four parameters
κ−1 , κ

−
2 , κ

−
3 , κ

−
4 , each κ−i being associated with the i-th con-

ditional in R, e.g., κ−2 is associated with the second condi-
tional (d|l). Since there are no direct conflicts between the
conditionals in R, we obtain for all four parameters κ−i > 0
from (2), so we can choose them minimally by setting κ−i =
1 for i = 1, . . . , 4. This means that for all worlds ω, we just
have to count how many conditionals in R are falsified by
ω, according to (1). For example, the world uptld (in which
Frank has a broken pipe and a broken leg, and he calls some-
one who is a plumber, a doctor, and a tradesman1) falsifies
only the fourth conditional (t|d) and hence has the κ-rank 1.
Analogously, the world uptld (in which Frank has a bro-
ken pipe and a broken leg, and he calls someone who is a
plumber, but neither a tradesman nor a doctor) falsifies (d|l)

1Note that in a propositional framework, we cannot model state-
ments on different objects, so in order to keep the modelling con-
sistent, it must always be Frank who has a broken pipe or a broken
leg, and it must always be some other person who can be a plumber,
a doctor, or a tradesman.
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ω κ κ ∗ p κ ∗ l κ ∗ ut ω κ κ ∗ p κ ∗ l κ ∗ ut
uptld 1 1 1 2 uptld 2 2 2 1
uptld 1 1 1 2 uptld 2 2 2 1
uptld 1 1 2 2 uptld 2 2 3 1
uptl d 0 0 1 1 uptl d 1 1 2 0

uptld 1 1 1 2 uptld 1 1 1 2
uptld 2 2 2 3 uptld 2 2 2 3
upt ld 1 1 2 2 upt ld 1 1 2 2
uptl d 1 1 2 2 upt l d 1 1 2 2

uptld 1 2 1 3 u ptld 1 2 1 1
uptld 1 2 1 3 u ptld 1 2 1 1
uptld 1 2 2 3 u ptld 1 2 2 1
uptl d 0 1 1 2 u ptl d 0 1 1 0

uptld 1 2 1 3 u ptld 0 1 0 2
uptld 2 3 2 4 u ptld 1 2 1 3
upt ld 1 2 2 3 u pt ld 0 1 1 2
upt l d 1 2 2 3 u pt l d 0 1 1 2

Table 3: Prior κ and revised OCFs κ ∗ p, κ ∗ l, and κ ∗ ut for
the example from Table 1

and (t|u) and hence is assigned the rank κ−2 +κ−3 = 2. Gen-
erally, the more conditionals from R ω falsifies, the higher
is its κ-rank, and the less plausible ω is. Exactly six worlds
do not falsify any conditional in R and thus have κ-rank
0: These are the models uptl d, uptl d, u ptl d, u ptld, u pt ld
and u pt l d, so in her initial epistemic state, the agent accepts
all conditionals in R but is indifferent with respect to all log-
ical variables P,L, U, T,D, that is, she believes neither the
positive nor the negative form of each variable.

Then the first information comes in: “Frank has a bro-
ken pipe/leg”, i.e., the test person comes to know p resp. l
and has to incorporate this information into κ. We compute
κ ∗ p resp. κ ∗ l which are also shown in Table 3. Let us
first consider κ ∗ p which is computed via (3) by shifting p-
worlds upwards by 1. Since there is only one world ω with
κ ∗ p(ω) = 0, namely ω = uptl d, we have κ ∗ p |= uptl d –
after reading “Frank has a broken pipe”, the agent believes
that Frank has a broken pipe and that he calls the plumber
(who is a tradesman), but she does not believe that he has a
broken leg, nor that he calls the doctor. So, when she then
reads that “He calls the plumber”, this fits her beliefs per-
fectly. Therefore, a revision κ ∗ p by the new information u
is effortless, we have (κ ∗ p) ∗ u = κ ∗ p, and thus does not
cause any delay. However, if the agent first comes to know
“Frank has a broken leg”, her revision κ ∗ l yields belief in
u ptld – now she believes that Frank has a broken leg and
calls the doctor, but also that Frank does not have a bro-
ken pipe and in particular, that he does not call the plumber
(nor a tradesman). So, the next information “He calls the
plumber” is contradictory to what she believes, and the adap-
tation of κ ∗ l to u needs a true revision to solve the conflict:
(κ∗l)∗u �= (κ∗l). For the same reason, the sentences Frank
has a broken leg – He calls the tradesman cause a confusion
of the test person because after learning Frank has a broken
leg, she believes u ptld, so tradesman is implausible.

The example Frank has a broken pipe – He calls the
tradesman is more intricate. In the experiments, Isberner and

Richter (Isberner and Richter 2013) noticed a slight delay
here in any case. This cannot be explained straightforwardly
by our modelling since when learning Frank has a broken
pipe, also tradesman is plausible (κ ∗ p |= uptl d). A first
explanation for this effect can be given by looking closer at
the knowledge base R: Here, the conditional (u|p) estab-
lishes an immediate connection between p and u, while t is
entailed from p only via a transitive chaining of the condi-
tionals (u|p) and (t|u). This would imply that the agent does
not reason from the full epistemic state κ ∗ p in any case but
takes the knowledge base as a more compact representation
of her beliefs. Only in cases where she is not able to derive
an answer directly from the knowledge base, she initiates
the more complex reasoning process of computing κ ∗ p.
Note that (naive) transitive chaining is not allowed in gen-
eral because other conditionals might interfere. But in the
case considered in this particular example, transitive chain-
ing of (u|p) and (t|u) would be allowed since κ |= (t|p)
because of κ(pt) = 0 < 1 = κ(pt).

Another explanation could be as follows: Reading t leaves
the test person with the options ut or ut. She may assume
that the information given to her in the test is as specific as
possible (which would be u, or ut). That is, after reading t,
she might wonder whether actually ut is meant. But ut is as
implausible as d in the context of κ ∗ p: κ ∗ p(ut) = 1 while
κ ∗ p(ut) = 0. Because of κ ∗ p(ut) = 0 < κ ∗ p(ut) = 1,
the test person accepts the conditional (u|t) in the epis-
temic state κ ∗ p – if a tradesman is called it is plausi-
bly a plumber. The option ut, which might appear realistic,
would not only violate the current beliefs of the test per-
son, its incorporation (κ ∗ p) ∗ ut which is also shown in
Table 3 even casts doubt on p being true or not: We have
Bel ((κ ∗ p) ∗ ut) = Cn(uptl d ∨ u ptl d) = Cn(utl d), that
is, the test person would be uncertain whether p still holds.
Anticipating these problems, the test person might adhere to
the plausible option ut, but even deliberating about this costs
time and may cause delays.

The symmetric effect of positive vs. negative responses
observed (but not expected) by (Isberner and Richter 2013)
in the experiments – both are significantly delayed – appears
to be completely reasonable on the basis of our model be-
cause the revision processes depend only on the (logical)
incompatibility between contextual knowledge and new in-
formation, not on the polarity of the response.

5 Conclusion and future work
In this paper, we set up a formal model of plausible reason-
ing and belief revision that helps explain findings in psycho-
logical experiments for language comprehension. We sim-
ulated the test persons’ epistemic processes when reading
the texts given in the experiments by first reasoning induc-
tively from background knowledge bases, then building up
a situation model (contextual epistemic model) from this,
and afterwards evaluating and incorporating new informa-
tion with respect to this epistemic context. We argue that the
observed delays in responding to given tasks are caused by
revision processes that are necessary to overcome incompat-
ibilities between plausible context knowledge and obtained
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information.
We consider our paper as providing the first steps towards

underpinning experimental findings in language comprehen-
sion with formal models from knowledge representation.
Both disciplines may benefit from that: Actually, the exper-
iments in (Isberner and Richter 2013) make use of a variety
of different kinds of knowledge, e.g., declarative knowledge
from experience, causal knowledge, and normative knowl-
edge. We will categorize these kinds of knowledge and rein-
vestigate whether significant differences can be found when
dealing with different kinds of knowledge. If so, the formal
model can be fine-tuned and optimized to allow for distin-
guishing between these different reasoning modes. More-
over, the design of the experiments can also be modified
to investigate more refined research hypotheses: We showed
that the validation process checks the second information B
for plausibility with respect to the epistemic context κ ∗ A
and found that, if κ ∗ A |= B, then the answer was quick,
while if κ ∗ A |= ¬B, then there was a delay. However,
there is a third option, namely, κ ∗ A might be undecided
with respect to B, i.e., it neither accepts B nor ¬B. We
might expect that the answer would be somewhat delayed,
but this has to be validated. From the viewpoint of language
comprehension, an interesting question would be how the
processes of routine monitoring of plausibility and the rea-
soning for responding are intertwined: In the experiments,
a negative response was on average quicker than a positive
one. This suggests that the processes might be performed at
least partly in parallel, but further investigations are neces-
sary here. We will also investigate whether such a hypothe-
sized evaluation in parallel might also explain the asymme-
try between positive vs. negative responses in the Experi-
ment 2 of (Isberner and Richter 2013).

A research question that would be interesting for both dis-
ciplines is whether general differences between using ex-
plicit knowledge in the knowledge base and implicit knowl-
edge derived by some epistemic processes can be observed.
Basically, we abstracted from this effect here since we as-
sumed that the situation model for evaluating the second
sentence in the tasks is built up immediately. But the as-
pect of predictability may be related to that, as we pointed
out in section 4. Moreover, our formal model that is based
on degrees of plausibility might also be relevant to provide
a logical environment to explain results from psychological
experiments concerning uncertain reasoning and belief revi-
sion, as in (Politzer and Carles 2001)2.

Our formal model to simulate human plausible reason-
ing can serve as a very helpful bridge between the AI dis-
cipline of knowledge representation and psychological re-
search on language comprehension and general human rea-
soning. Crucially, our model is neither restricted to classical
logics nor does it make use of probabilities but is located in
the wide area of qualitative default logics between these two
extremes. Therefore, we also consider our work as a proof
of concept that suitable normative models for psychological
experiments may be built from axiomatic or inductive ap-

2We are grateful to an anonymous referee for pointing out this
paper to us.

proaches to plausible reasoning.

References
Connell, L., and Keane, M. T. 2006. A model of plausibility.
Cognitive Science 95–120.
Darwiche, A., and Pearl, J. 1997. On the logic of iterated
belief revision. Artificial Intelligence 89:1–29.
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