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Abstract

In this work, we introduce a context-aware hybrid artist rec-
ommender system (CAARS) that uses Twitter users’ tweet-
time patterns as context and users’ bias about gender and
types of musicians to recommend artists. Our model offers
a novel approach to improve a personalized music recom-
mender system (MRS) as it extracts implicit information from
the users’ past tweet-behavior and combines that with related
content. The proposed model performs significantly better
than collaborative and hybrid recommender systems and en-
courages further exploration.

1 Introduction

With the aid of technology, personal music collection has
grown dramatically in the last decade. But the idea of au-
tomatically recommending music genuinely did not begin
until 2001 (Celma 2010). As evidence of people’s interest
in this domain, we notice a consistent rise in the number of
research articles related to music recommendation in the In-
ternational Society for Music Information Retrieval (ISMIR)
every year. The sales record of the American music industry,
on the other hand, shows that music consumption is biased
towards a few popular artists. The scenario might be similar
to the rest of the world as well. We need a remedy for this
situation. That said, we propose a recommender system (RS)
for musical performers. Our goal is to personalize the system
by looking into the users’ preferences on some content and
expand the horizon by considering dominant contexts; hence
we call it the Context-Aware Artist Recommender System
(CAARS).

In building CAARS, we use Million Musical
Tweets (Hauger et al. 2013) and MusicBrainz (Foundation
2017) datasets. We consider the available information
about the listeners and their tweet-histories to find some
association with the musicians and the types of music. We
then use context information (users’ tweet-time pattern) and
personalize the contents (their biases about the gender of
the artist and the type of the artist) to refine the recommen-
dation list. This composite system helps identify users who
are similar in terms of the same tweet-time patterns and
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produces interesting results. To the best of our knowledge,
we are the first group to offer such a model using these
datasets.

2 Related Work

In this section, we give the rationales for choosing the hybrid
system over collaborative and content-based systems and we
describe the importance of context and implicit feedbacks
for designing a recommender system.

2.1 Hybrid Systems (HY)

In Collaborative Filtering (CF) systems, people collaborate
to help each other perform filtering by recording their re-
actions to items that they use (Goldberg et al. 1992). CF
recommender systems record users’ preferences as ratings
(numerical values). The more ratings the system can draw
out from the users, the more effective the recommendations
are (Elahi, Ricci, and Rubens 2016); which directs us to-
wards the cold-start problem, the major drawback of a ba-
sic CF approach. In Content-Based (CB) recommender sys-
tems, the descriptions of the attributes of items are used to
make recommendations. CB methods are effective at provid-
ing recommendations for new items (Aggarwal 2016), miti-
gating the cold-start problem. CB methods are not effective
at providing recommendations for new users and sometimes
good descriptions of the item-features are not available to
the system. On the other hand, the incorporation of con-
textual information about the user in the recommendation
process has recently attracted major interest (Verbert et al.
2012). The CB systems need well-defined content informa-
tion to work reasonably well. As the traditional CF and CB
systems only consider similar users or similar items, users
have fewer chances to be exposed to new items of differ-
ent types that may become new favorites. Hybrid systems
have been designed to overcome these stated limitations and
explore more possibilities. Feature combinations and par-
allel/sequential module designs are popular techniques for
building hybrid systems.

2.2 Context

Research in behavioral studies shows that decision-making
is contingent upon the relevant context consumers are
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in(Adomavicius et al., Verbert et al.). Time, location, social
interaction, the user’s mood, etc. are considered as context.
Collecting appropriate context directly is difficult due to is-
sues of privacy and stability. Context is not always readily
available; it can be learned explicitly by gathering informa-
tion through surveys or other means.

2.3 Implicit User Feedback

For modeling users, RS depends on different types of input
which we can broadly categorize as explicit-feedback and
implicit-feedback. Explicit-feedback includes users’ explicit
opinions (e.g. ratings) regarding their interest in products.
They are relatively easy to interpret but time-consuming
and expensive to collect (Hu, Koren, and Volinsky 2008).
Implicit-feedback techniques seek to avoid this bottleneck
by inferring something similar to the ratings that a user
would assign from observations that are available to the sys-
tem (Oard and Kim 1998). Implicit information is inherently
ambiguous but a good source of representing complicated
and high-dimensional information.

3 Dataset

We use two large datasets: the Million Musical Tweets
Dataset (MMTD) which provides time, location and songs
from the tweets of users from 2011 to 2013, and Mu-
sicBrainz which contains information of songs and artists’
features such as artist type, artist area, and artist gender.

Dataset Basic Statistics
# of unique artists 24673
# of unique users 214741
# of unique tweets 1074713
# of unique tracks 133228

Table 1: Basic Statistics of MMTD dataset

3.1 Million Musical Tweets Dataset

The dataset (Hauger et al. 2013) contains listening histories
inferred from Twitter, each of which identified by an unique
Tweet ID and linked to a user ID. Each tweet is annotated
with temporal (date, time, weekday, timezone), spatial (lon-
gitude, latitude, continent, country, county, state, city), and
demographic information of the country. Most importantly,
each tweet contains a song with the corresponding artist(s).

3.2 MusicBrainz

MusicBrainz (Foundation 2017) is a music metadata project
that includes information about artists, release groups, re-
leases dates, recordings, works, and labels, as well as the
many other relationships between them. For this work, we
consider two features:{artist’s type, artist’s gender}, as the
content of artists.

The type attribute is used to state whether an artist is a per-
son, a group, or something else. Musicbrainz dataset iden-
tifies six possible artist types: {Person, Group, Orchestra,
Choir, Character, Other}. The gender attribute identifies a

person as either male, female or neither. Groups do not have
genders.

4 Our Hypothesis

Our hypothesis is that the temporal pattern of tweets can
provide helpful information to recommender systems. If
two users like to tweet about songs usually at late night (re-
gardless of their geographical location), it is possible that
their choice of songs are similar to some extent. We only
need to determine how to adjust this context to other features
while building a recommender system. In the next section,
we explain how we implement this hypothesis to build our
model.

5 Our Methodology

5.1 Preprocessing Data

MusicBrainz provides a permanent id (a 36 character uni-
versally unique identifier) to each artist in the database. We
use this id to associate the entries between the MMTD and
MusicBrainz dataset and extract artist’s type, gender, area as
features for the CF model.

5.2 Our Model

Figure 1 shows the basic components of our model. We de-
tail the steps as follows:

CF
System

Build implicit feedback matrix
Cf = U × A × R, where rua ∈ R
is tweet count of user u for artist a

CB
System

Use possible features of artists
to determine user biases

HY
System

Use the output of CF and CB to
generate a recommendation list

Context-
Matrix

Find related context and
build a Context-Aware User-
User Similarity Matrix Cx

CAARS Use Cx and HY System to pro-
duce final recommendation list

Figure 1: Basic Architecture

CF System: The collaborative filtering stage builds a
neighborhood matrix by counting the total tweets of
each user for each artist. As the tweet count implicitly
provides some feedback, we use the Alternating Least
Square (Felsenstein 1997) method to factor our matrix
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into small neighborhoods and find similar users based on
their tweet counts. In order to calculate the final recom-
mendation score of each artist for each user, we use the
method discussed by Hu, Koren, and Volinsky (2008).
We use the following notations in describing our model:
Let U be the set of all users, A be the set of all artists,
and R be our implicit feedback matrix with dimensions
|U |×|A|. Each element rua ∈ R represents the total num-
ber of tweets posted by user u for artist a. By using the
alternating least-square method, we calculate the recom-
mendation (collaborative filtering) score, cf -score(u, a),
of each test user for each artist.

CB System: We consider two features (artist’s gender and
artist’s type) as content, each with its own implicit vec-
tors. We compute the bias, f -bias(u, fi), of a user u to-
ward a feature fi with the formula:

f -bias(u, fi) =
twf(u, fi)

tw(u)
(1)

where, twf(u, fi) is the total tweets made by u for a spe-
cific feature category fi and tw(u) is the total number of
tweets made by u.
Suppose a user makes 10 tweets, 4 for female artist, 3 for
male artist, 2 for groups, and 1 for others. Our system will
calculate the user’s bias toward gender feature as table 2.
Similar computation can be done for the type feature.

category: male female group other

gender-bias: 0.4 0.3 0.2 0.1

Table 2: Gender-bias of a Tweet user

Since we use only two features, we call them gender-bias
and type-bias.

HY System: Our hybrid model combines cf -score(u, a)
with gender-bias, and type-bias using the following for-
mula:

hy-score(u, a) = cf -score(u, a)×
{1 + gender-bias(u, gender(a))

+ type-bias(u, type(a))} (2)
If the gender-bias and type-bias of a user is zero or in-
significant, the HY system generally predicts the same list
as the CF system.

Modeling Context Metrix: We divide the twenty-four
hours of a day into four major time-slots:
• Morning (5:00 AM - 12:00 PM)
• Afternoon (12:00 PM - 5:00 PM)
• Evening (5:00 PM - 9:00 PM)
• Night (9:00 PM - 5:00 AM)
We count total tweets of each user in each time-slot based
on his/her/their local time-zone. Then we apply the Chi-
Square Test of Independence between time-slots (normal-
ized, as we do not divide the durations evenly) and total
tweet count. The p-value is less than 0.001 with a confi-
dence of 99%, which indicates that time-slots and tweet-
counts are dependent on each other.

Context-aware Similarity Matrix: We build a context-
aware, |U | × 4 dimensional, user-user similarity matrix
Cx. In Cx, each row represents a distinct user and each
column represents the normalized tweet count of the user
based on our chosen context: time-slot=(morning, after-
noon, evening, night).

Cx =

⎛
⎜⎜⎜⎜⎜⎝

0.28 0.43 0.0 0.29
0.50 0.50 0.0 0.00
0.67 0.33 0.0 0.00
0.00 0.0 0.00 1.00
. . .
. . .

⎞
⎟⎟⎟⎟⎟⎠

(3)

As we have a multi-dimensional vector to define each
user, we find neighbors of each of them from Cx us-
ing KD-Tree (Bentley 1975). The tree returns a distance
score, dist(ui, uj), between each pair of users ui and uj .
The range of the dist scores is [0, 1]. We change it to sim-
ilarity score by using the following formula:

sim-score(ui, uj) = 1− dist(ui, uj) (4)

In our model, we use the KD-Tree with neighborhood
size N = 20. For each test user ut, we get a list of
20 nearest neighbors Nut

= (u1, u2, . . . ) with corre-
sponding sim-score vector Sut = (su1 , su2 , . . . ) where
sui = sim-score(ut, ui).

Context-aware Hybrid Model: Our system performs the
steps discussed in Algorithm 1 to find the final ranked list.
The first block (line no #1 to #9) of the algorithm finds a
collection of (size = |Nut

| ∗k) preferred artists by consid-
ering the neighborhood, Nut , of the test user ut. k is some
positive integer. The second block (line no #12 to #18)
prepares the final rank of the preferred artists by consid-
ering the number of times the artists appear in the neigh-
borhood list and by taking the maximum preference score
for each artist. Function Topk(D) returns top k keys from
a given dictionary D after sorting the items in decreasing
order of their values.

6 Performance Analysis

In order to evaluate the performance of our design, we split
the dataset into different train-test ratio (90-10, 80-20, 70-
30, 60-40) and calculate precision, recall, and F-measure on
the test users with fifteen or more tweets. The detailed re-
ports are presented in table 3 and 4. Test no 1, 2, 3, 4 use test
users only found on the test set and test no 5 uses all users
from the dataset for performance evaluation. In all of these
test cases, CAARS shows significant improvement over the
basic CF and HY models.

7 Conclusion & Future Directions

In this work, we demonstrate that implicit feedback (e.g.,
tweet count) and context-sensitive information are important
features for modeling artist recommender systems. Our main
contributions are:
• Combine MMTD and MusicBrainz dataset for extracting

artists’ information that we use for finding user biases.
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Algorithm 1: Context-aware Model
Input: ut, U , A, (Nut

, Sut
)

Output: (a1, a2, . . . , ak)
Initialize an empty list, Lut

for ui ∈ Nut do
Initialize an empty dictionary, Eui

for a ∈ A do
vaui

= hy-score(ui, a) ∗ sui

Eui = Eui ∪ (a, vaui
)

end
Lut = Lut ∪ Topk(Eui)

end
Lut contains |Nut | ∗ k entries possibly with some
duplicate artist entries as some artists may appear in
the favorite lists of multiple neighbors of ut

We convert the list Lut to a dictionary of lists where
the artist id is the key to combine the multiple
entries for some artists

Initialize an empty dictionary, RA
for (a, {va1

, va2
, . . . }) ∈ Lut

do
sa = max(va1

, va2
, . . . )

ca = log(count(va1
, va2

, . . . ))
ranka = sa + ca
RA = RA ∪ (a, ranka)

end
return Topk(RA)

# Train-Test # of tweets # of users # of users
with tweets ≥ 15

1 90-10 107472 47689 250
2 80-20 214943 78547 812
3 70-30 322414 103785 1621
4 60-40 429886 125008 2463
5 60-40 1074713 214741 6840

Table 3: Statistics of Performance Analysis

• Determine a relevant and dominant context (users tweet-
time patterns) that we use successfully along with the hy-
brid model.

We plan to expand the research in several other dimensions.
The user’s current location, cultural background, and native
language may be the determining factors to improve our sys-
tem. We may use the lyrics and genre of the songs as features
for the next phase of our work.
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