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Abstract
This talk will analyze responses to funniness of five versions of 10 different jokes. The responses of one of them will then be compared to theoretical analysis and representation of the same joke based on Script-based Semantics Theory of Humor, General Theory of Verbal Humor, and Ontological Semantic Theory of Humor.

Introduction
In this paper we will consider the differences that exist between a point of view that a text is theoretically a joke and the opposite view that it is perceived as such by a human. While both are important for the Artificial Intelligence of Humor, it is only the latter that serves as an input point for human-computer communication. We will look at several versions of the jokes, all of them are jokes from the linguistic theories point of view, but not all funny from a human perspective. What this means is that the notion of a theoretical joke and the notion of a funny joke should be differentiated for computational purposes.

The notion of “theoretical joke” for the purposes of this paper is based on the well-known linguistic theories of humor: Script-based Semantic Theory of Humor (Raskin, 1985) and General Theory of Verbal Humor (Attardo & Raskin 1991). SSTH stated that a text is joke-carrying if it is compatible fully or in part with two different scripts that overlap and oppose. We will use this definition to decide whether a text is a joke or not. General Theory of Verbal Humor added five resources to SSTH, making it possible to compare jokes, of special interest to this paper are those that have the same scripts in common.

At this point, it is helpful to remember that SSTH was supposed to be based on a solid computational semantic framework, thus the Ontological Semantic Theory of Humor (Raskin et al 2009) was created, based on Ontological Semantics (Nirenburg & Raskin 2004) and Ontological Semantic Technology (Raskin et al. 2010, Hempelmann et al. 2010, Taylor et al. 2010). The goal of OST is to represent any text in a text-meaning representation (TMR) ontology-based formalism that removes unnecessary ambiguity but preserves vagueness and imprecision of natural language, which is how people understand that text. Such representation is suitable for computational “understanding” – since the most troubling parts for the machine are removed. It should be noted that if a sentence has several interpretations, several TMRs would be created, thus a sentence “A man walks into a bar” will result in (at least) two (simplified) TMRs, one representing a man walking into a drinking establishment and another of a man colliding with a horizontal pole:

TMR1: walk(agent(person(gender(male))(age(adult)))(location(bar))
TMR2: collide(agent(person(gender(male))(age(adult)))(theme(pole))(instrument(leg)))

Using the same logic, a high-level representation can be created for the following joke:

Andy is going on a blind date but is worried that she may turn out to be ugly. A friend advises him to scream and fake a heart attack then. The date turns out to be sexy and beautiful, but she suddenly screams “aaauuuuhhh,” clutches her chest and falls to the ground.

The representation can be sketched below (Figure 1), where each blue box shows an event (underlined) with properties and fillers that describe it, and each box is connected with some properties, making some events fillers of the properties of the higher-level events in the TMRs.
An interesting question is, then, whether we can compare texts that are similar to this sketch (relative to events, properties, fillers) and conclude that they are jokes, based on the GTHV parameters. Ideally, texts that we conclude to be jokes are funny to people.

Let us consider 5 versions of the same joke:

1. Danny sets up Andy to go on a blind date with Shirley, a friend of a friend of his. But Andy is a little worried about going out with someone he has never seen before. "What do I do if she's ugly?" says Andy, "I'll be stuck with her all night." "Don't worry." Danny says. "Just go up to her door and meet her first. If you like what you see, then everything goes as planned. If you don't, just shout Aaauuuggghhh! clutch your chest and fake a heart attack." So that night, Andy knocks on Shirleys door, and when she comes out he is awe-struck with how beautiful and sexy she is. Andy's about to speak when the girl suddenly shouts, "Aaauuuggghhh!", clutches her chest and falls to the ground. (132 words)

2. Sam didn't want to go on the blind date that Tom had arranged for him. "What if she's really ugly and I hate her?" he complained. "Then just clutch your chest and fake a heart attack," Tom replied. Sam thought this was a good idea, so he agreed to go through with it. He went to the address Tom had given him, and a beautiful woman answered the door. "Hi, I'm your blind date!" Sam said. The woman clutched her chest and fell to the ground. (132 words)

3. Andy is going on a blind date but is worried that she may turn out to be ugly. A friend advises him to fake a heart attack then. The date turns out to be beautiful and sexy, but she suddenly clutches her chest and falls to the ground. (49 words)

4. Andy is going on a blind date. He asks a friend, “What do I do if she’s ugly?” The friend advises him, “If you don’t like what you see, just clutch your chest and fake a heart attack.” The date turns out to be beautiful and sexy, but she suddenly clutches her chest and falls to the ground. (59 words)

5. Andy is going on a blind date but is worried that she may turn out to be ugly. A friend of both advises him to scream and fake a heart attack if he doesn’t want to stay for a long time. When Andy comes to the provided address, the date turns out to be beautiful and sexy, but she suddenly screams “aaaaauuuhhh,” clutches her chest and falls to the ground. (71 words)

These jokes can be compared with GTHV, as shown in Table 1:

<table>
<thead>
<tr>
<th></th>
<th>V 1</th>
<th>V 2</th>
<th>V 3</th>
<th>V 4</th>
<th>V 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>SO</td>
<td>real/non-real</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LM</td>
<td>reversal</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td>blind date</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TA</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NS</td>
<td>dialog</td>
<td>dialog</td>
<td>no dialog</td>
<td>dialog</td>
<td>no dialog</td>
</tr>
<tr>
<td>LA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 1: GTHV Analysis of 5 variants of the same joke

What is interesting in this comparison is that the jokes differ essentially in the narrative strategy. At a finer grain size (as pointed out by Hempelmann, personal communication), some of the jokes have a slightly different logical mechanism: some of them explain that a friend that advises the male actor of the blind date is actually a friend of both parties, thus providing a potential explanation why the girl used the same trick. In other words, using Incongruity-Resolution terminology, resolution is more complete.

Yet, what is not clear, even with such granular view of logical mechanism, is how to represent these differences in GTHV-related terms (see Hempelmann & Attardo 2011 for further discussion). What is possible is to represent events that are happening in the jokes using the apparatus of the Ontological Semantic Technology and compare them that way. It is also possible to use OST representation to mark variations in all of the knowledge resources of GTHV.

Figure 2 demonstrates the exercise outlined above. Each of the blocks in the figure represents an event in a joke. The colored rectangles above each block indicate whether or not a version of the joke contained the event in question. For example, orange indicates those events that were described in the first version of the joke. Thus, in anticipating the date script the following event-like structures were activated: WORRY, BLIND-DATE, SETUP, ADVICE, SCREAM, CLUTCH, APPEARANCE, MEET, MOTION-EVENT AND HEART-ATTACK.
What do people find funny?

The next question to be answered is: what do people find funny, or rather, are all those theoretical jokes funny? To answer this question we conducted a small pilot study, where subjects were asked to rate the funniness of each joke described above and 5 variants of 9 more jokes (see Buhrmester et al. 2011) and now proclaimed to be a form of human computation (Law and von Ann 2011), with an incentive of $0.10 for participation.

If we are to explain it in terms of the GTVH parameters, each joke could be characterized by Table 2, where SO, LM, and SI were different for each joke $i$, but the same for all variations within the joke $i$.

<table>
<thead>
<tr>
<th></th>
<th>V 1</th>
<th>V 2</th>
<th>V 3</th>
<th>V 4</th>
<th>V 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>SO</td>
<td>SO$_i$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>LM</td>
<td>LM$_i$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>SI</td>
<td>SI$_i$</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>TA</td>
<td>n/a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>NS</td>
<td>dialog</td>
<td>dialog</td>
<td>no</td>
<td>dialog</td>
<td>no</td>
</tr>
<tr>
<td>LA</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Knowledge Resources of 10 jokes

As explained in Hempelmann et al (2012), we recruited raters for the funniness of these variants using Amazon’s Mechanical Turk, a method generally deemed valid (Buhrmester et al. 2011) and now proclaimed to be a form of human computation (Law and von Ann 2011), with an incentive of $0.10 for participation.

The following distribution of funniness was found for the variants of Joke 1 (see Figure 2 for comparison):

- long non-manipulated version
- shorter manipulated version
- non-dialogue manipulated minimalist version
- dialogue manipulated minimalist version
- longer manipulated minimalist version with paraphrasing

Figure 2: Comparison of five variants of the same joke
<table>
<thead>
<tr>
<th></th>
<th>V 1</th>
<th>V 2</th>
<th>V 3</th>
<th>V 4</th>
<th>V 5</th>
</tr>
</thead>
<tbody>
<tr>
<td>mean</td>
<td>3.7</td>
<td>4.1</td>
<td>3.2</td>
<td>3.4</td>
<td>3.2</td>
</tr>
<tr>
<td>st dev</td>
<td>1.17</td>
<td>0.9</td>
<td>1.1</td>
<td>1.1</td>
<td>1.1</td>
</tr>
<tr>
<td>n</td>
<td>42</td>
<td>29</td>
<td>40</td>
<td>40</td>
<td>37</td>
</tr>
</tbody>
</table>

Table 3: Funniness rating of variants of Joke 1

While at first it may look like the distinction between dialog and no-dialog looks promising, analysis of other jokes show that it is not always the case (see Figure 3):

Figure 3: Funniness rating of variants of all 10 jokes

Figure 3 indicates that very few variations of jokes raised above 4 (funny), at the same time only few fell below 3 (neutral). Most of the ratings are between these two categories.

What is not clear yet is whether there is some correlation between funniness rating of humans with events that can be used for the representation of these jokes and their variants. What is clear, although not necessarily new, is that neither SSTH nor GTVH at its coarse form can predict or explain why some variants of the same jokes have higher ratings.
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