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teams, (3) agent modeling in natural
language discourse, (4) modeling in
intelligent tutoring–expert-critiquing
systems, and (5) modeling agents in
economic terms. Although agent-
modeling applications were strongly
represented, theories of agent model-
ing were underrepresented.

The task of weaving together the
participant diversity was superbly
accomplished by Ed Durfee’s (Univer-
sity of Michigan) invited talk “Agent
Models or Model Agents.” As the title
indicates, the talk referred to the con-
tinuum of applications of agent mod-
eling: Agents can construct models of
other agents or agent-groups or orga-
nizations (agent models), and these
models serve to guide the agent’s
own behavior or those of others
(model agents).

Two presentations at the workshop
focused on an agent’s self-modeling
rather than on modeling others. Kei-
th Decker, Katia Sycara, and Mike
Williamson (all of Carnegie Mellon
University [CMU]) discussed the
capability representation of informa-
tion agents—for advertising behav-
iors—for exploitation in organization
development and plan coordination.
G. Wickler and L. Pryor (both of Uni-
versity of Edinburgh) defined the
problem of an agent’s competence
self-assessment; for example, answer-
ing, “Am I capable of solving a prob-
lem without actually solving the
problem first?”

Among work on modeling agent
groups, Sandip Sen and Thomas
Haynes (both of University of Tulsa)
discussed the impact of learning on
group behavior, using the predator-
prey domain for illustration. Individ-
ual agents evolve their models of
other agents within a group by learn-
ing exceptions to their generic mod-
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An intelligent agent operating
in a realistic environment will
often need to interact with

other agents to achieve its goals.
Agent modeling—the ability to model
and reason about other agents’
knowledge, beliefs, goals, and
actions—is central to intelligent
interaction, and it is being investigat-
ed in a variety of research areas,
including distributed AI and multia-
gent systems, plan recognition, natu-
ral language discourse, intelligent
tutoring, and user interfaces, as well
as in related areas, such as game the-
ory and cognitive science and psy-
chology. The Workshop on Agent
Modeling, held as part of the Thir-
teenth National Conference on Arti-
ficial Intelligence, was organized to
bring together researchers working in
these areas to assess the state of the
art and discuss the common issues in
representation and reasoning with
models of agents.

The workshop succeeded in draw-
ing together researchers from a sur-
prising variety of backgrounds and
diverse concerns about agent model-
ing. The workshop presentations can
broadly be divided into five cate-
gories in terms of modeled entities
and areas of application: (1) self-
modeling of an agent’s own capabili-
ties, (2) modeling of agent groups or

els. These exceptions are represented
as cases that override the generic
model. Milind Tambe’s (University of
Southern California Information Sci-
ences Institute) work focused on one
agent’s modeling of other agent
teams in dynamic multiagent envi-
ronments such as RoboCup Soccer or
real-world fighter-jet combat simula-
tors. As well recognized in theories of
collaboration, a team’s joint goals
and plans are not simply the union
of individual agent’s actions. This
observation is key when inferring
and modeling a team’s goals from
dynamic observations of team mem-
bers’ behaviors. Amol Mali (Colorado
School of Mines) explored the impact
of social laws—constraints on agent
behaviors—on agent modeling.

The work reported on modeling
agents for communication and natu-
ral language discourse underscored
the relationship between discourse
and modeling for recognizing plans
and intentions in action. A paper by
Nancy Green and Jill Lehman (both
of CMU) related their modeling
approach in NL-SOAR to modeling in a
fighter-pilot agent domain. They
point out that both problems
amount to attempting to compre-
hend the stream of observational
input and organizing it and process-
ing it to arrive at an appropriate
response. It turns out to be useful to
model agents in terms of their
beliefs, goals, and intentions for both
physical interaction and communica-
tion. The unique distinction comes
from the character of the changes
brought about by action, which
changes the physical environment,
and the communicative acts, which
change the state of beliefs of the
agents involved.

Similarly, the work on turn taking
in discourse, by Toby Donaldson and
Robin Cohen (both of University of
Waterloo), although it approaches
the fundamental question of what
should be said, by whom, and when,
is rooted in the work on the rational
agency approach to planning and
acting by Bratman, Cohen, and
Levesque as well as Georgeff and Rao.
An interesting element in Donaldson
and Cohen’s work is their use of con-
straint satisfaction as a uniform
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method to manage the agent’s own
beliefs, desires, and intentions (BDIs)
as well as the other agent’s BDIs.
David Pautler (Northwestern Univer-
sity Institute for Learning Sciences),
in his work on automatically generat-
ing e-mail messages, concentrates on
the issue of the appropriateness of
responses, modeled as a network of
abstract psychological, social, and
practical effects.

Work on expert assistants and cri-
tiquing systems is one of the more
traditional applications of agent
modeling, which requires an agent to
model the problem-solving processes
of the interacting human to provide
appropriate feedback. Ole Mengshoel
and D. C. Wilkins’s (both of Universi-
ty of Illinois at Urbana-Champaign)
presentation focused on recognizing
erroneous agent actions through plan
recognition to provide such feedback.
Fu and Hayes apply agent modeling
to track a user’s focus of attention in
problem solving to provide appropri-
ate feedback.

Work describing economic ap-
proaches to agent modeling takes the
common perspective of an agent as a
self-interested, payoff-maximizing
entity. This perspective, although
seemingly at odds with the spirit of
the traditional paradigm of symbolic
AI, is of particular interest for agent
modeling because it precisely formal-
izes the notion of agent’s rationality,
used informally in other work. The
paper by Sunju Park (University of
Michigan) and Durfee described how
agents can model others while they
decide on how to contract their tasks
in the digital library environment.
The models of the other agents are
needed to predict others’ behavior;
based on this information, the agents
determine their optimal behavior, for
example, the payment amount that
maximizes the expected payoff. J. M.
Vidal (University of Michigan) and
Durfee’s paper put forth the issue of

the usefulness of modeling. For exam-
ple, is it the case that the agents that
make the effort to model other agents
perform better than those not using
the models of others? Further, does it
pay to model how the other agents
model others, and so on? It turns out
that in a dynamic economic environ-
ment in which agents compete with
one another while they buy and sell
goods, the agents equipped with
models of others generally get higher
rewards. Interestingly, the advantage
of modeling others is diminished
when the volatility of the domain is
low. Thus, the models of other agents
are more useful in variable domains,
when they are a particularly valuable
guide to predict what the other ratio-
nal agents are going to do.
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The work reported on modeling agents for communica-
tion and natural language discourse underscored the
relationship between discourse and modeling for 
recognizing plans and intentions in action.




