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sentations on methodological issues
such as data-annotation schemes and
use of data-visualization tools on cor-
pora. In addition, two tutorials pro-
vided an overview of various
machine-learning techniques and
how some have been applied to other
areas of NLP.

During the discussion and panel ses-
sions, a number of open problems
were raised. There was much discus-
sion on the availability of annotated
corpora in the public domain to facili-
tate the application of supervised
machine-learning techniques and
allow the comparison of results
obtained using different learning
approaches. Other issues included
what the potential is for (or the limits
of) the usefulness of applying learning
methods; how they can be integrated
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Applying Machine 
Learning to Discourse 

Processing
The purpose of this symposium was to
address how machine-learning tech-
niques can be applied to problems in
discourse processing, following recent
successes in the application of such
techniques in other areas of natural
language processing (NLP). Most
attendees were computational lin-
guists who are among the first to
apply machine learning to discourse
problems. The program included pre-
sentations on applying learning to a
variety of problems, for example, dis-
course cue interpretation and genera-
tion, dialogue act recognition, dis-
course recipe acquisition, discourse
segmentation, noun-phrase and verb-
phrase anaphora resolution, and dis-
course strategy effectiveness, using a
number of methods, including expla-
nation-based learning, transforma-
tion-based learning, decision trees,
genetic programming, and hidden
Markov models. It also included pre-

that need to be addressed to advance
research in this area.
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Integrating 
Robotic Research: 

Taking the Next Leap
AI robotics research has reached the
stage where researchers must begin to
work together on integrating their sys-
tems. In this symposium, the organiz-
ers were not so much interested in
“what” research is being done as in
“how” it is being done. The goal was to
generate interest in integrating solu-
tions across research groups, moving
work in narrowly focused areas into
integrated research efforts.

The symposium was structured
around several major areas, including
formalisms, metrics, architectures,
abstraction, simulation, learning,
competitions, grand challenges, and
funding mechanisms. In early position
statements, several researchers exam-
ined why integrated AI robotics
research has not been happening
faster. They attributed the slow
progress to such factors as early frag-
mentation of the community; lack of
reproducibility of experiments; lack of
adequate formalisms; and insufficient
funds, time, and motivation. Later
talks examined issues such as how
learning can help to generalize robot
processes and how hardware abstrac-
tions can lead to reusable compo-
nents.

Progress was made on several fronts.
Salvatore Desiano will begin compil-
ing a lexicon, which will allow
researchers to begin talking the same
language (or at least be able to trans-
late between each other’s languages).
Several researchers, including Tucker
Balch and Don Brutzman, agreed to
make their robotics simulators pub-
licly available so researchers can exper-
iment in common environments. Alan
Schultz offered to maintain a reposito-
ry of reusable robot code. Greg Dudek,
a 1998 AAAI Mobile Robot Competi-
tion organizer, listened to participants
offer ways to use the competition to
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with deeper discourse processing mod-
els; and what error rates can be consid-
ered acceptable, in particular, when
the component is embedded in a larg-
er system. Although these discussions
did not yield conclusive results, they
brought to attention many problems
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further integrate AI robotics research.
Virtually all the participants agreed
that as a community, we must work to
modularize our code and carefully doc-
ument the module interfaces. A full
summary of positions and action
items is available at the symposium
web site: www.aic.nrl.navy.mil:80/~
schultz/aaai98/.
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Intelligent Environments
This symposium was the first of its
kind to assemble an audience from the
AI and human-computer interaction
communities to address the creation of
intelligent environments. These are high-
ly interactive spaces that use embed-
ded computation to observe and par-
ticipate in the normal, everyday events
occurring in the world around them.

The goal of this symposium was to
bring together groups working on
nascent intelligent environments in
academic and corporate research labo-
ratories. Creating an intelligent envi-
ronment requires a unique breadth of
knowledge that crosses the traditional
boundaries in AI research areas. Many
communities were therefore represent-
ed at this symposium, including com-
puter vision, natural language process-
ing, multimodal interfaces, machine
learning, and AI architectures. We had
a valuable and unique opportunity to
exchange both theory and practice
based on accumulated, albeit early,
experience. There was also clear senti-
ment that a new research community
was in the process of forming.

Many of the presentations focused
on specific environments that had
been constructed for exploration and
experimentation. These environments
included intelligent homes, offices,
classrooms, and command posts,
many of which are in daily use and
represent extraordinary engineering
and integration efforts. A range of
higher-level issues was also discussed
that included sensory perception,
modal subsystems, software architec-
tures, and long-term applications.

There were several recurrent sub-
themes. The foremost of these themes

was the need for better theories of con-
text and intention. Even shallow theo-
ries could throw light on sensory
data—enhancing their interpreta-
tion—and could help reduce the appli-
cation specificity in so many of the
presented systems. The role of
machine learning in current and future
intelligent environments to allow user
customization and enhance reliability
also received much attention. For
more information, see www. ai.mit.
edu/IE.
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Intelligent Text 
Summarization

The Spring Symposium on Automated
Text Summarization is the third in a
series of recent meetings on a topic
that has been a dream of natural lan-
guage processing researchers for more
than four decades.

Recent advances in natural language
technology, and more specifically cor-
pus-based methods, as well as the
abundance of text available on the
World Wide Web, have brought sum-
marization back into the spotlight
after a period of diminished interest.
Following on meetings in Germany
(1993) and Spain (1997), the sympo-
sium had a number of excellent papers
that mostly focused on the automated
extraction of the most important con-
cepts and facts from a text, allowing
researchers from around the world to
learn from each other and define the
agenda for summarization research for
the years to come.

There were six paper sessions—(1)
Discourse, (2) Systems, (3) Evaluation,
(4) Cohesion, (5) Compaction, and (6)
Approaches and Methods—and two
panels—(1) Statistical versus Symbolic
Methods and (2) Evaluation. Each
paper session contained presentations
and discussion sessions.

A large portion of the symposium
was devoted to evaluation. How can
one quantitatively measure the quality
of a summary? After several papers and
panel presentations on the topic, an
exercise was held in which all atten-
dees participated. To compare and
evaluate various evaluation tech-

niques, participants (separated into six
groups) each performed two evalua-
tions of different summaries of two
texts. Some summaries were created by
humans, some by computer. After the
participant session, the overall tenden-
cies and cross-correlations of the eval-
uation scores given by participants
were analyzed, presented, and dis-
cussed. In total, three different evalua-
tion techniques were tested: one based
on information theory (the Shannon
game), one on task performance (the
question game), and one on informa-
tion retrieval (the categorization
game).

A web page containing an extended
bibliography of research in text sum-
marization was set up and will remain
available at www.cs.columbia.edu/
~radev/summarization/.
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Interactive and 
Mixed-Initiative Decision-

Theoretic Systems
Decision-theoretic techniques were
originally developed to help make
careful choices in high-stakes situa-
tions such as making large business
investments, planning military strate-
gy, and choosing among medical treat-
ment alternatives. Researchers in the
uncertainty in AI community are ask-
ing whether these techniques can also
be applied to help make high-quality
decisions in more commonplace situa-
tions where the stakes are lower.

Decision theory is an attractive
framework for building interactive sys-
tems for decision making or decision
support, but a traditional decision-the-
oretic analysis requires both a proba-
bility model and a utility model, and it
is typically time consuming and
tedious to elicit either one. This over-
head might not be justified by the
importance of the problem being
solved, especially if the elicitation cost
cannot be amortized over many prob-
lem-solving episodes.

Often, a single problem can be
solved without eliciting a complete
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model in advance. For example, an
automated travel agent would not
need information about all a user’s
travel preferences to build a single
itinerary. Because it is usually impossi-
ble to ascertain ahead of time exactly
what preference information will and
will not be relevant to solving a partic-
ular problem, there is a need to inter-
leave the elicitation of preference
information with the problem-solving
process itself.

Fortunately, the richness of the deci-
sion-theoretic framework provides
valuable flexibility in problem repre-
sentation. Unimportant portions of a
problem space can be represented
using coarse preference information,
or omitted altogether, and more
important parts of the decision space
can be represented more precisely.
Symposium participants presented sev-
eral techniques for representing and
computing with partial or abstract
models. Various techniques were pre-
sented for eliciting the decision model
incrementally, in conjunction with the
problem-solving process. Well-estab-
lished techniques from decision analy-
sis, including sensitivity analysis and
value of information calculation, were
also discussed in the context of incre-
mental model elicitation. Finally, the
importance of self-explanatory sys-
tems was emphasized because the user
needs to understand the impact of
his/her communicated preferences
and their role in the problem-solving
process.

Peter Haddawy
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Multimodal Reasoning
This workshop, chaired by Eugene
Freuder, examined a variety of rea-
soning methods, including case-
based reasoning (CBR), model-based
reasoning (MBR), rule-based reason-
ing, constraint-satisfaction reasoning
(CSR), and machine learning, in a
wide spectrum of task domains,
including design, virtual assembly,
molecular scene analysis, legal rea-
soning, online help desks, and classi-
fication. The multimodal approach
leads to improved overall problem-
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solving performance as well as
enhanced understanding and practice
of the individual reasoning modes.

The methodology most often com-
bined with another is CBR, particularly
the adaptive variety, in which retrieval
of similar past problem-solving
episodes is followed by adaptation of
the most promising of them to create a
solution for the new problem. In this
workshop, CBR is used typically
through its retrieval phase—only what
could be called CBr (CB, little r) for
case-based retrieval—to find an initial
ball park solution that is then adapted,
for example, using MBR or CSR. In
essence, CBr is used to locate a poten-
tially fruitful part of the solution space
in which to initiate further problem
solving. CBR provides a way to com-
pensate for weaknesses in a model,
such as exceptions. A few systems plow
back information harvested from new-
ly solved cases into their model to
update and enhance it. From the CBR
perspective, MBR and CSR provide
deeper understanding of how to
accomplish adaptation and raise the
issue of how the needs of finding good
initial cases might be reflected in the
indexes and similarity metrics used in
case retrieval and, indeed, the case
base. The synergy exhibited between
CBR and MBR or CSR is typical of mul-
timodal reasoning.

Not all projects involved CBR of
course. For example, geometric and
conceptual reasonings were combined
in a virtual assembly project, which
also used an opportunistic control
architecture to combine different
modes of reasoning. For the most part,
however, the control architectures
exhibited were straight line: call one
mode (for example, CBR), then anoth-
er (for example, MBR). Future work in
multimodal reasoning will no doubt
more fully address control and archi-
tectural issues as well as details of indi-
vidual reasoning modes (for example,
knowledge representation).

Eugene Freuder
University of New Hampshire

Prospects for a Common-
Sense Theory of Causation
One of the central questions addressed
at this symposium was how best to

represent causal laws. A number of
alternatives were discussed, ranging
from the inclusion of an explicit prim-
itive causal connective to the use of
inductive definitions. Specialized
action languages, applications of the
situation calculus, and new frame-
works in which to integrate ideas from
probability theory were explored. Gen-
eralizations of structure-equation mod-
els from economics, including the
axiomatization of mechanism-based
theories, were also presented.

Discussions on how to connect laws
to particulars and how to capture vary-
ing degrees of causal connectedness
centered on approaches based on
either counterfactual reasoning or a
branching time ontology. Counterfac-
tual reasoning was argued to have an
important use in supporting learning
from experience. Connections
between a semantics for causation
based on counterfactuals and one
based on notions of sufficient and nec-
essary conditions were also presented
as well as issues having to do with
causal explanation.

Discussions of future work drew
emphasis on the need for connecting
logical formalizations with nonlogical
theories and also the need for elabora-
tion tolerance if theories are to scale
up. The difficulty in setting time lines
for work in this area was also raised; in
fact, it was pointed out that perhaps
there was no single theory of causation
but rather many smaller, local theories
to be joined in some way, perhaps by
analogy. There was almost overwhelm-
ing consensus that work in this area
should begin to encompass more com-
plex benchmarks, microworlds, and
systems.

Charlie Ortiz
Harvard University

Satisficing Models
To effectively accomplish their goals,
agents need to model their environ-
ment and other agents with which
they interact. Building detailed, accu-
rate, and up-to-date models, however,
is a time-consuming activity and can
detract from the actual problem-solv-
ing activities of the agents. The sympo-
sium participants discussed issues
related to building satisficing models

that enable agents to reliably perform
at an acceptable level of effectiveness.
The use of satisficing models is pro-
posed to be a viable approach to gener-
ating satisficing behavior rather than
optimizing behavior as observed in
naturally intelligent systems.

The symposium included three
invited talks given by Stuart Russell,
Shlomo Zilberstein, and Edmund Dur-
fee. Among satisficing models, Russell
highlighted the use of learning to
choose the best from a class of models
with bounded execution time. Howev-
er, one can use anytime inference algo-
rithms with arbitrarily complex mod-
els. Rational metareasoning is required
to make justifiable cost-benefit trade-
offs on building and using such mod-
els. Zilberstein’s position on satisficing
behavior was the necessity to make
explicit or implicit choice to seek sub-
optimal solutions using approximate
reasoning, approximate modeling,
optimal metareasoning, or bounded
optimal decision making. Durfee
espoused his position about multiple
agents coordinating by knowing just
enough about other agents and using
default reasoning to generate expecta-
tions about others’ behaviors.

Break-out discussion groups focused
on specific issues such as cost-benefit
trade-offs of building agent models,
bounded optimality of satisficing mod-
els, and the updating of models of
learning agents. The papers presented
during the symposium discussed mul-
tiple aspects of satisficing behavior:
negotiation and contracting mecha-
nisms for reallocation and scheduling
of distributed tasks, agents learning in
electronic markets, reciprocation with
other agents by building models of
their strategic behavior, the develop-
ment of satisficing agent-control
mechanisms, the devising of belief-
revision schemes with genetic algo-
rithms, the use of games of deterrence
for modeling business processes, the
learning of heuristics in game playing,
coordination without explicit commu-
nication, and so on.

Sandip Sen
University of Tulsa
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