
The real world is dynamic, and
any intelligent perception of the
world should include the con-

cept of time. Remember that time and
space are a priori conditions of human
perception in Kant’s philosophy. On
the one hand, time is inherent to ac-
tion and change; on the other, action
and change are possible because of the
passage of time. According to McDer-
mott, “Dealing with time correctly
would change everything in an AI pro-
gram” (McDermott 1982, p. 101).

It should not be surprising then that
temporal reasoning has always been a
very important topic in many fields of
AI, particularly areas dealing with
change, causality, and action (plan-
ning, diagnosis, natural language un-
derstanding, and so on). AI develop-
ments based on temporal reasoning
lead to general theories about time
and action, such as McDermott’s
(1982) temporal logic, Vilain’s (1982)
theory of time, and Allen’s (1984) the-
ory of action and time. Work on the
application of these results has taken
place in fields such as planning and
medical knowledge-based systems.

However, action and change are not
an exclusive interest of AI. In main-
stream computer science, any execu-
tion of a “traditional” computer pro-
gram is considered to perform an ac-
tion that leads to a change of state.
From this point of view, the field of
program verification, traditionally fo-
cused on the correctness of actions
carried out by program executions,
can potentially provide AI with many
approaches suitable for dealing with
action and change. Temporal logic
and dynamic logic are two of the ap-
proaches that have been used in the
fields of both AI and program verifica-
tion, temporal logic being the most
popular. Both temporal and dynamic

nous if programs (actions) are explicit
in the language. Temporal logic is en-
dogenous, so its programs (actions) are
never explicit in the language. Dy-
namic logic subsumes temporal logic.

Some cross-fertilization has already
take place between AI, temporal logic,
and dynamic logic. I focus on dynam-
ic logic, which is the topic that is cov-
ered at length in the book under re-
view. Dynamic logic is an approach to
program verification with strong AI
potential. One of the most prominent
uses of dynamic logic in AI was
Moore’s (1990) approach. Moore for-
malized some issues related to agency,
with a focus on what an agent needs
to know to be able to perform an ac-
tion. For more information on this
topic and a clear demonstration of the
usefulness of dynamic logic for agent
reasoning and action, see the survey
by Meyer (1999). Also, some research
in knowledge engineering inspired by,
or making use of, dynamic logic has
been published van Harmelen and
Balder (1992) and Fensel (1995).

Dynamic logic is an eclectic ap-
proach to program verification, as is
evidenced by its history. This history
starts with the pragmatics of program-

ming, that is, the study of the actions
that programs perform and the cor-
rectness of these actions. This has
been a major issue in computer sci-
ence since Dijkstra’s (1968) attacks on
the GOTO statement. Perhaps the
most popular formal approach aimed
at proving program correctness is
Hoare’s (1969), which is based on cor-
rectness assertions. In Hoare’s logic,
statements of the form {a}P{b} say that
if program P starts in an input state
satisfying a, then if and when P halts,
it does so in a state satisfying b. Hoare
provided some inference rules used to
infer assertions about programs from
assertions about other programs.

In 1976, Pratt (1976) made the con-
nection between program logic and
modal logic, an older tradition in
which classical logic is extended with
modalities. The two most important
modalities used in modal logic are ne-
cessity and possibility, whose respec-
tive modal operators are ❒ and <>.
Therefore, if f is a formula, then so are
❒ f and <>f. ❒ f should be read as “it is
necessary that f,” and <>f should be
read as “it is possible that f.” Semanti-
cally, modal formulas are interpreted
according to Saul Kripke’s semantics,
best known as Kripke frames. Basically,
an interpretation in modal logic con-
sists of a collection of many possible
worlds or states. Pratt’s discovery, fur-
ther developed by other authors, led
to the association of programs with
modal operators. As a result, program
logic can now make use of the well-de-
veloped corpus of modal logic.

Briefly, the dynamic logic approach
to program logic is as follows: The as-
sociation of a modal operator, [] and
<>, with a program P, gives birth to
the operators [P] and <P>. The exoge-
nous characteristic of dynamic logic is
now clear. If f is a formula (proposi-
tional or first order), then [P]f should
be read as “necessarily, halting execu-
tions of P result in a state satisfying f.”
However, <P>f should be read as “pos-
sibly, halting executions of P result in
a state satisfying f.” Therefore, Hoare’s
logic statements such as {a}P{b}, in dy-
namic logic are expressed as a → [P]b.
Actually, dynamic logic subsumes
Hoare logic and temporal logic as well.
The semantics of dynamic logic are
based on Kripke frames, demonstrat-
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logic provide alternative applications
of modal logic to program specifica-
tion and verification. The main differ-
ence between the two is that temporal
logic is endogenous, and dynamic
logic is exogenous. A logic is exoge-
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ing that dynamic logic is built on solid
modal logic foundations.

Here we have a book that provides a
deep insight into the topic of dynamic
logic. However, readers of this maga-
zine should be warned: This book does
not provide tips on how to apply the
concepts of dynamic logic to AI be-
cause the main focus of the authors is
the use of dynamic logic as a formal
system for reasoning about programs.

This 460-page book is divided into
three parts: (1) fundamental concepts,
(2) propositional dynamic logic, and
(3) first-order dynamic logic. The first
part provides readers with the neces-
sary background to understand dy-
namic logic and makes the book self-
contained. Despite the introductory
aim of this part, its contents are rather
deep, amounting to one-third of the
book. This first part covers mathemat-
ical preliminaries, computability, com-
plexity, logic, and reasoning about
programs. Also, the authors provide
an introduction to other topics related

to dynamic logic, such as temporal
logic, process logic, and Kleene algebra
(but, strangely enough, these topics
are covered in the last chapter of the
book). The second part introduces
propositional dynamic logic, covering
syntax, semantics, properties, com-
pleteness, complexity, and so on. The
third part, on first-order dynamic log-
ic, is the most involved part of the
book and introduces syntax and se-
mantics, uninterpreted and interpret-
ed levels, complexity, axiomatization,
expressive power of languages, and so
on.

This book is a comprehensive
source of information on dynamic log-
ic. It is aimed at researchers, teachers,
and students of the subject. The book
can be used in a dynamic logic course
because all chapters come with exer-
cises that teachers will find useful. If
you are interested in program logics
and program verification using dy-
namic logic, this is your book. Do not
expect to find any information on the

application of dynamic logic to AI or
knowledge representation. However,
AI researchers who want to deepen
their understanding of the capabilities
and limits of dynamic logic will find
useful information in the book.
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