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One of the most promising concepts that emerged in the
last two decades of computer science research is embod-
ied interaction — representing computational intelli-

gence in and offering interaction through physical or simulated
‘‘bodies.” Such representations vary from physical artifacts
(such as tangible interfaces) to biological forms (such as human-
like agents and robots) and offer templates for understanding
and interacting with complex computational systems (Ullmer
and Ishii 2000, Cassell 2001, Breazeal 2003). Physically embod-
ied humanlike attributes provide particularly rich representa-
tions with which people are intimately familiar, and systems
that draw on these representations promise significant social
and task outcomes in key application domains from education
(Kanda et al. 2004) to collaboration (Bluethmann et al. 2003) to
rehabilitation (Dautenhahn and Werry 2004). 

Embodied interaction offers not only a familiar template for
making sense of and interacting with computational systems
but also an opportunity to achieve the most effective forms of
human interaction for achieving positive social and task out-
comes in such domains. How do the most effective teachers
improve student learning? How do the most effective speakers
capture their audiences? How do the most effective personal
coaches motivate people to achieve their goals? Research in
human communication has shown that brief observations of
the bodily, facial, speech, and vocal cues that people display pre-
dict these outcomes (Ambady and Rosenthal 1992). Seemingly
subtle differences in such cues of interaction partners shape out-
comes such as perceptions of their attitudes (Mehrabian 1967),
the persuasiveness of their messages (Segrin 1993), and their
performance in collaborative work (Burgoon et al. 2002). 

This tight coupling between communicative cues and key
social, cognitive, and task outcomes opens up a space for design-
ing effective interactions for robots to elicit particular positive
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Of all computational systems, robots are
unique in their ability to afford embodied inter-
action using the wider range of human com-
municative cues. Research on human commu-
nication provides strong evidence that embodied
cues, when used effectively, elicit social, cogni-
tive, and task outcomes such as improved learn-
ing, rapport, motivation, persuasion, and col-
laborative task performance. While this
connection between embodied cues and key out-
comes provides a unique opportunity for design,
taking advantage of it requires a deeper under-
standing of how robots might use these cues
effectively and the limitations in the extent to
which they might achieve such outcomes
through embodied interaction. This article aims
to underline this opportunity by providing an
overview of key embodied cues and outcomes in
human communication and describing a
research program that explores how robots
might generate high-level social, cognitive, and
task outcomes such as learning, rapport, and
persuasion using embodied cues such as verbal,
vocal, and nonverbal cues. 



outcomes in key domains of human life. The
exploration of this design space must necessarily
include careful studies that iteratively manipulate
how embodied cues should be used and combined
in order to achieve the most effective interactions.
These studies must also seek to understand the lim-
itations in the extent to which robots might
achieve outcomes that human interactions gener-
ate in human-robot interaction. This understand-
ing will enable designers to create robots that serve
as effective teachers, motivators, and collaborators.
Which embodied cues are important? What are
key outcomes? How well do they work when
robots use them? This article seeks to answer these
question by providing an overview of key embod-
ied cues and outcomes and outlining a research
program that aims to understand how robots
might use embodied cues to achieve significant
outcomes in human-robot interaction. 

Which Embodied Cues? 
Human communication is enabled by a number of
embodied cues, which include behaviors such as
gestures, vocal stress, and linguistic markers inter-
locutors produce — with or without intent — that
form or shape the content of their messages. Even
seemingly disembodied speech and vocal cues
originate in the human body and co-occur with
other embodied cues. While each cue may seem
subtle and insignificant in isolation, the cues occur
and co-occur in complex patterns to make up a sys-
tem of communication and elicit significant social
and task outcomes. This section provides brief

overviews of some of the embodied communica-
tive cues that human communication researchers
have considered over the last several decades and
that serve as key design variables for effective dia-
logue with robots (figure 1). It focuses on cues that
appear in situated dialogue in dyads or small
groups and that shape the flow of communication,
the participants’ perceptions of others, and indi-
vidual or shared task outcomes. 

Verbal Cues. Spoken language involves an
immensely rich set of embodied communication
cues that shape social and task outcomes. These
cues enable coordinated actions toward achieving
common ground between communication part-
ners (Clark 1996). The level of coordination in
these activities shape joint task outcomes (Han-
cock and Dunham 2001). These cues also serve as
indirect acts that shape the social interaction
between the participants (Goffman 1969, Brown
and Levinson 1988). For instance, by changing the
semantic structure of their speech, or including
specific markers such as ‘‘please,” speakers can
increase how polite others perceive them (Brown
and Levinson 1988). Similarly, speakers who use
definite references such as ‘‘the Anderson Market-
place” as opposed to ‘‘a marketplace” might be per-
ceived as having more expertise on the topic (Clark
and Marshall 2002). This perception of expertise
may affect the persuasive ability of these speakers,
as research shows that personal credibility signifi-
cantly shapes persuasion (Hartelius 2008). 

Vocal Cues. Another set of embodied communi-
cation cues connected with verbal cues includes
vocal, paralinguistic, or prosodic cues such as vocal
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Figure 1. Key Cues and Outcomes in Embodied Human-Robot Interaction. 
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pitch, rhythm, volume, tempo, voice quality, and
the distribution and length of pauses (Wenner-
strom 2001). These cues facilitate processing and
understanding of spoken words, syntactic struc-
ture, discourse structure (Cutler, Dahan, and Van
Donselaar 1997) and communicate affect, atti-
tudes, and intentions (Scherer, Ladd, and Silver-
man 1984). Using vocal cues, speakers can achieve
a wide range of functions from facilitating turn-
taking (Duncan 1972) to polite speech (Ambady et
al. 1996). 

Gaze. Gaze cues are composed of the orienta-
tions of the eyes, head, and body and communi-
cate the direction of attention (Frischen, Bayliss,
and Tipper 2007). These cues appear in context-
specific patterns that facilitate a number of com-
municative processes including mutual and avert-
ed gaze, gaze following, joint and shared attention,
and the theory of mind (Emery 2000). 

Gestures. Gestures such as arm, hand, and head
movements form another set of salient embodied
communication cues (Krauss 1998, McClave 2000).
Arm gestures appear in a number of forms — par-
ticularly, iconic, metaphoric, beat, cohesive, and
deictic gestures — and embody specific symbolic
meanings (McNeill 2005). Speakers use iconic and
metaphoric gestures to communicate concrete
objects and abstract ideas, respectively, through
pictorial representations. Deictic gestures involve
pointing toward information in the environment.
Beat gestures indicate that the verbal cues that they
accompany are significant. Cohesive gestures con-
nect parts of speech that are thematically related
across speech segments. 

Head gestures are displayed by speakers and lis-
teners alike, primarily in the form of nods and
shakes (Hadar et al. 1984;, McClave 2000). When
produced by listeners, nods and shakes might sig-
nal agreement and disagreement, respectively
(Poggi, D’Errico, and Vincze 2010), while also serv-
ing as back-channel requests, deictic references, or
expressions of uncertainty (McClave 2000). 

Proximity. The physical distance and orientation
people maintain between themselves and others
serve as a salient embodied cue (Hall 1966, Kendon
1973). Orientation and distance cues also interact
with each other; people maintain different
amounts of distance between themselves and oth-
ers based on their relative orientations (Hayduk
1981). 

Facial Expressions. Expressions of emotional and
other internal states through movements of the
face form another set of prominent embodied cues.
While the relationship between these expressions
and internal states is not straightforward,
researchers agree that a person’s facial expressions
shape people’s perceptions of the person (Ekman
1993; Russell, Bachorowski, and Fernández-Dols
2003). Some of these expressions are given as com-

municative cues, while some are given off as
byproducts of other behaviors (Goffman 1959). 

Social Smile. In conversations, participants fre-
quently display a particular type of facial expres-
sion: social smiles. Smiling in this context express-
es understanding and agreement, serving as a
back-channel and improving conversational effi-
ciency (Brunner 1979). Individuals who smile
more are considered to be more socially competent
(Argyle 1988, Otta et al. 1994). 

Social Touch. Social touch involves physical
interaction between communication partners such
as hand-holding, handshake, and touching the
forearm, shoulder, or face and serves as a uniquely
embodied and potent communicative cue (Jones
and Yarbrough 1985, Gallace and Spence 2010).
The various forms of touch express dominance as
well as intimacy, immediacy, affection, and trust
(Mehrabian 1972, Montagu and Matson 1979, Bur-
goon 1991). 

Posture. Posture cues such as openness of arms
and legs, arms-akimbo position, and trunk relax-
ation serve as embodied cues, providing informa-
tion on the attitudes of and status relationships
between communication partners (Mehrabian
1969) and shaping how they perceive each other
(Osborn 1996). 

The set of cues described here forms a rich
design space for creating embodied cues for robots.
The next section illustrates how the effective use
of these cues might generate significant social, cog-
nitive, and task outcomes in different domains of
human communication. 

What Key Outcomes? 
Embodied communication cues, such as those
described earlier, activate key social and cognitive
processes and, in turn, elicit positive outcomes.
This indirect relationship between cues and out-
comes poses an opportunity for designing behav-
ioral mechanisms for robots that seek to achieve
social, cognitive, and task outcomes. This section
provides an illustrative set of key domains of social
interaction in which embodied communication
cues are known to yield such significant outcomes.
These domains involve social situations in which a
communication partner seeks to improve individ-
ual or shared outcomes in social (for example rap-
port), cognitive (for example learning), and task
(for example task performance) measures. These
outcomes inevitably pose some overlap as embod-
ied cues activate social and cognitive processes that
are shared across domains. They also have limited
generalizibility across social situations, as factors
such as cultural context significantly affect the pro-
duction and perception of embodied cues and,
therefore, their outcomes. 

Learning and Development. The key role of
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embodied cues has been particularly emphasized
in the context of learning and development. Edu-
cation researchers have explored the role of teach-
ers’ embodied cues in achieving higher levels of
immediacy — the degree of physical and psycho-
logical closeness between people (Mehrabian 1966)
— and teaching effectiveness. These cues include
gaze, gestures, proximity, posture, facial expres-
sions, touching, and vocal tone and expressions
(Richmond, Gorham, and McCroskey 1987).
Research to date shows a strong, positive relation
between perceptions of teachers’ nonverbal imme-
diacy and students’ evaluations of the teacher, the
class, and self-reported learning (Harris and Rosen-
thal 2005). Specific manipulations in these cues
lead to significant learning outcomes. For example,
classroom research has shown increased teacher
gaze toward students to improve information
recall across different student populations from
primary school to college (Otteson and Otteson
1980, Sherwood 1987). Similarly, teacher gestures
are found to improve student learning by ground-
ing verbal concepts in physical references (Graham
and Heywood 1975, Thompson and Massaro 1994,
Alibali and Nathan 2007). 

Embodied communication cues also activate key
developmental processes. Research on language
acquisition has found that infants showed signifi-
cantly more learning when they were exposed to a
new language through social interaction than
when they received the same amount of exposure
through video or audio (Kuhl 2007). Research in
this area also emphasizes the role of specific cues in
language learning. For instance, pairing a verbal
reference to an object with a gaze cue toward the
object might facilitate the acquisition of the name
of that object (Baldwin 1995). In fact, develop-
mental research has found that infants’ ability to
follow gaze cues at six months correlates with
vocabulary size at 18 months (Morales et al. 2000). 

Attention and Engagement. Embodied cues of a
partner can also evoke attention and increase
engagement in people. Classroom research sug-
gests that teachers consciously and explicitly use
gaze cues to attract the attention of their students
(Woolfolk and Brooks 1985). Eye contact is found
to be one of the main factors to increase the effica-
cy of verbal reprimands in the classroom (Van
Houten et al. 1982). Teachers’ use of embodied
cues might also indicate their level of experience
and effectiveness; experienced and/or effective
teachers and inexperienced and/or ineffective
teachers show significant differences in the fre-
quency of direct eye contact with students during
the first week of class (Brooks 1985). 

Embodied cues can also indicate attraction
toward people or objects. Research on gaze cueing
has shown that participants find partners who
establish mutual gaze with them more likable and

attractive than those who avert their gaze (Mason,
Tatkow, and Macrae 2005). Similarly, participants
evaluate objects that their partners are looking
toward more favorably than they evaluate those
that their partners are looking away from (Bayliss
et al. 2006). 

Attention evoked by embodied cues can also
affect economic decisions (Haley and Fessler 2005;
Bateson, Nettle, and Roberts 2006; Burnham and
Hare 2007). Research in this area has shown that
individuals pay nearly three times more for drinks
when a pair of eyes were placed on a donation-
based vending machine then when images of flow-
ers were placed on the machine (Bateson, Nettle,
and Roberts 2006). Similarly, people contribute
more in public-goods games when they see images
of a robot on their computer screen (Burnham and
Hare 2007) or when a pair of schematic eyes are
placed in their computer background (Haley and
Fessler 2005). 

Research has also shown that increased atten-
tion through embodied cues can improve task out-
comes. For instance, in a digit-encoding task, par-
ticipants performed better when the instructors
made as much eye contact as possible while read-
ing the instructions than they did when they made
as little eye contact as possible (Fry and Smith
1975). 

Motivation, Compliance, and Persuasion. Research
on the social and task outcomes of embodied com-
munication cues has also explored their effects on
motivation, compliance, and persuasion. A
metareview of 49 studies that explored the effects
of embodied cues including gaze, touch, and prox-
emity has found that these cues consistently
increased compliance with the requests or mes-
sages of a partner (Segrin 1993). In the context of
public speaking, vocal and nonverbal cues includ-
ing facial expressions, gaze, gestures, posture, and
proximity are strongly associated with the credi-
bility and the persuasiveness of the speaker (Bur-
goon, Birk, and Pfau 1990). 

A large number of studies in health-care, educa-
tion, and public contexts show that physical touch
improves measures of compliance, motivation,
and persuasion. In health care, touching by the
health-care provider increases patients’ compli-
ance with nutritional instructions (Eaton,
Mitchell-Bonair, and Friedmann 1986) and disclo-
sure in therapy (Jourard and Friedman 1970). In
the classroom, touching on the forearm by a
teacher increases the likelihood that students will
volunteer for a public demonstration (Guéguen
2004). Finally, research in public contexts has
shown that waiters or waitresses increase their gra-
tuity by touching customers (Crusco and Wetzel
1984); interviewers increase response rate to street
surveys through touch (Hornik and Ellis 1988);
and shopkeepers can solicit interest in their prod-
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ucts by touching their customers (Hornik 1992). 
Collaboration. Embodied cues facilitate collabo-

rative processes such as grounding, shared atten-
tion, and perspective taking and improve joint task
outcomes. For instance, information on a partners’
gaze direction increases task outcomes in collabo-
rative visual search (Brennan et al. 2008), referen-
tial grounding (Liu, Kay, and Chai 2011), and sto-
ry comprehension (Richardson and Dale 2005).
Research on collaborative work has also shown
that gestures play a key role in conversational
grounding and collaborative task outcomes
(Fussell et al. 2004; Kirk, Rodden, and Fraser 2007). 

These outcomes highlight the importance of
embodied cues in human interaction and under-
line the potential that robots hold for significant
impact through embodied interaction. The next
section describes a research program that seeks to
explore this potential by studying how robots
might use particular embodied cues to generate
particular positive outcomes in human-robot inter-
action. 

Designing Embodied 
Cues for Robots 

The relationship between embodied cues and
social, cognitive, and task outcomes promises
robot designers opportunities for designing
embodied cues for robots to achieve similar out-
comes in human-robot dialogue. This section pro-
vides brief descriptions of an illustrative set of
recent studies from a research program on design-
ing cues for embodied dialogue with robots. The
set of studies explores how robot cues such as gaze,
proximity, gestures, and verbal and vocal cues
might achieve high-level outcomes including
improved attention, learning, rapport, compli-
ance, and persuasion. All studies ground the design
of the embodied cues of the robot in careful obser-
vations of human behavior or findings from exist-
ing research on human communication. Because
this article focuses on the connection between
low-level cues and high-level outcomes, details of
the modeling of human behaviors and the interac-
tion design of robot behaviors have been omitted.
The reader can find these details in the respective
current or future publications on each study. 

Gaze, Information Recall, and Liking 
The first study explored how a robot’s gaze cues
might be manipulated to achieve learning out-
comes in participants. In the study, two partici-
pants listened to a story told by Honda’s ASIMO
humanlike robot. The robot’s gaze behavior fol-
lowed a partly stochastic, partly rule-based, data-
driven model of gaze developed to achieve human-
like gaze shifts that accompany speech (Mutlu,
Forlizzi, and Hodgins 2006). The study tested the

hypotheses that increased gaze would (1) increase
the recall of the details of the story by the partici-
pants and (2) improve the participants’ overall
evaluation of the robot. 

The testing of these hypotheses involved manip-
ulating the robot’s gaze behavior between partici-
pants by changing the total frequency of gaze
shifts directed to the two participants to be 80 per-
cent and 20 percent instead of 50 percent for both
(figure 2). The independent variables included the
frequency of the robot’s gaze and participant gen-
der. The dependent variables involved short-term,
retained information recall, the participants’ affec-
tive states, their evaluations of the robot’s social
and intellectual characteristics, and their evalua-
tions of the task. 

A total of 20 college students, 12 males and 8
females, participated in the study in a total of 10
sessions. In each session, one of the participants
received 80 percent of the attention of the robot
and the other received 20 percent. All participants
were native English speakers and their ages ranged
from 19 to 33. In the study, following informed
consent and a pre-experiment questionnaire, the
participants listened to the robot tell a traditional
Japanese fable titled ‘‘Shita-kiri Suzume” (Tongue-
Cut Sparrow) in English. The participants then lis-
tened to a second story, Hans Christian Anderson’s
‘‘The Flying Trunk,” on tape as a distractor task.
Following the second story, the participants took a

Robot

Participant 1 Participant 2

20% 80%

i i 2

Figure 2. The Setup of the First Study. 
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test on the robot’s story and answered a postex-
periment questionnaire. 

Manipulation checks showed that the partici-
pants toward whom the robot looked more indi-
cated that the robot looked at them marginally
more than those toward whom the robot looked
less, F(1, 16) = 4.29, p = .053. Consistent with the
first hypothesis, the results showed that partici-
pants who received 80 percent of the robot’s gaze
had higher information recall than those who
received 20 percent of the robot’s gaze did, F(1, 16)
= 5.15, p = .037. However, the results also showed
a significant interaction between the gaze manip-
ulation and gender, F(1, 16) = 5.15, p = .037. The
effect of the gaze manipulation was significant
only for women, F(1, 16) = 8.58, p < .001, and not
for men, F(1, 16) = 0, p = 1. The results showed no
significant effect of gaze or gender on the partici-
pants’ evaluations of the robot, but indicated a sig-
nificant interaction, F(1, 16) = 5.62, p = .031.
Females toward whom the robot looked more eval-
uated the robot less positively than those toward
whom the robot looked less did, F(1, 16) = 4.80, p
= .044, while males’ evaluations did not differ
across conditions, F(1, 16) = 1.14, p = .30 (figure 3). 

The results of the study confirmed the relation-
ship between gaze cues and learning outcomes and

showed strong gender effects on this relationship.
Increased robot gaze improved information recall
in females, but not in males. Contrary to the pre-
diction, increased gaze decreased the favorability
of females’ evaluations of the robot, but did not
affect those of males. 

Verbal Cues and Persuasion 
The second study investigated how a robot might
improve the persuasiveness of its messages using
verbal cues, particularly linguistic markers of
expertise. To achieve more expertlike speech and,
in turn, improve its persuasiveness, Mitsubishi’s
Wakamaru robot used proper nouns and definite
references instead of indefinite references (for
example ‘‘The Eleanor Art Museum” instead of
‘‘the art museum”) and references to past experi-
ence as opposed to references to information visi-
ble in a picture. The study tested two hypotheses:
(1) the participants would express a stronger pref-
erence toward options presented using expert lan-
guage than they do toward options presented
using nonexpert language and (2) the persuasion
outcome would be stronger for women than it
would be for men. 

In the study, the participants constructed a walk-
ing map in a fictional city and listened to infor-
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Figure 3. The Number of Correct Answers and the Robot’s Favorability Across Gaze Conditions and Genders. 
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mation from Wakamaru on the alternative land-
marks that they could visit (figure 4). At every
intersection, the robot provided information on
two similar landmarks (for example two amuse-
ment parks), using linguistic markers of expert
speech with one and those of nonexpert speech
with the other. The independent variables includ-
ed the presence of expert language markers,
manipulated within participants, and participant
gender, measured between participants. The main
dependent variable was whether participants
included the landmarks described with expert lan-
guage in their walking plans. 

Twenty-six college students, 16 males and 10
females whose ages ranged from 19 to 28, partici-
pated in the study. All participants were native
English speakers. Following informed consent, the
experimenter told the participant that the robot
was being trained to be a tour guide and that the
participant’s assistance was needed to evaluate the
robot’s effectiveness. The participant sat in front of
a computer and the robot stood next to the partic-
ipant and the computer. During the task, the robot
sought to establish and maintain common ground
with the participant and follow conversational
conventions. When the participant reviewed the
landmark options and carried out the other exper-
imental tasks, the robot looked toward the partici-
pant’s screen. When it spoke, the robot maintained
eye contact with the participant. After completing
the task, the participants provided answers to a
postexperiment questionnaire. 

The results showed that, consistent with the first
hypothesis, the participants included significantly
more landmarks described using expert language
than those described using nonexpert language in
their walking maps, F(1, 48) = 71.23, p < .001 (fig-
ure 5). The analysis also indicated a marginal inter-
action between the language manipulation and
participant gender, F(1, 48) = 3.79, p = .057. Post-
hoc tests showed that expert language affected
both women, F(1, 48) = 43.84, p < .001, and men,
F(1, 48) = 27.40, p < .001, but the effect size was
larger for women ( p

2 = .477 versus p
2 = .363). 

The results of the study supported the predic-
tion; verbal cues of expertise increased the persua-
siveness of the information that the robot provid-
ed and affected the participants’ preferences. These
cues affected men and women alike with an over-
all stronger effect on women. This study demon-
strates the effectiveness of verbal cues of expertise
in crafting persuasive messages and shows the
potential benefit of developing a model of expert
speech for robots. 

Gaze, Verbal Cues, 
Rapport, and Distancing 
The third study explored how robots might use
verbal and nonverbal cues to improve their prox-

emic relationship with people, affecting outcomes
such as distancing, rapport, and disclosure. In this
study, Wakamaru varied its gaze behavior and ver-
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Figure 4. The Setup of the Second Study. 
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bal politeness cues to shape the participants’ phys-
ical (for example proximity) and psychological (for
example rapport) distancing from the robot,
respectively. The study tested three hypotheses: (1)
the participants would maintain a greater physical
distance with the robot when the robot follows
them with its gaze than they do when the robot
averts its gaze; (2) the participants with whom the
robot does not have rapport would conform to the
prediction of the first hypothesis and those with
whom the robot has rapport will show the oppo-
site effect; and (3) the participants would disclose
less information to the robot when the robot fol-
lows them with its gaze than they do when the
robot averts its gaze. 

In the study, the participants were asked to per-
form two tasks that required them to control the
amount of physical and psychological distancing,
respectively (figure 6). The independent variables
included the amount of gaze that the robot direct-
ed toward the participants (gaze following versus
aversion) and the politeness of the robot’s intro-
duction (polite versus impolite). The physical dis-

tance that the participants maintained with the
robot in the physical distancing task and the
amount of personal information disclosed to the
robot in the psychological distancing task were
measured as dependent variables. 

A total of 60 participants (30 males and 30
females) took part in the experiment. All partici-
pants were native English speakers and their ages
varied between 18 and 67. The experimenter told
the participants that they would be playing a game
with the robot and sought informed consent. In
the physical distancing task, the participants sat in
front of a computer located approximately 20 feet
away from the robot. The task started by the robot
introducing itself and the task to the participants
using either polite or impolite language. In the
remainder of the physical distancing task, the
experiment software asked the participants to get
up and retrieve a word from a list located on the
back of the robot a total of five times. When the
participants approached the robot, it either looked
toward the participants or looked away from the
participants. A ceiling camera captured the partic-
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Figure 6. The Setup of the Third Study. 
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ipants’ physical location throughout the task. At
the end of the physical distancing task, the partic-
ipants provided answers to a questionnaire and
moved to the psychological distancing task. In the
second task, the robot interviewed the partici-
pants, asking a total of 17 personal questions. The
robot either looked toward the participants or
away from the participants during the interview. 

The results showed that both manipulations
were successful. The participants whom the robot
followed with its gaze rated how much the robot
looked toward them during the experiment sig-
nificant higher than those from whom the robot
averted its gaze did, F(1, 58) = 157.40, p < .001.
Similarly, the participants with whom the robot
used politeness cues rated the robot to be signifi-
cantly more likable than those who received the
impolite introduction did, F(1, 58) = 7.30, p = .009. 

Consistent with the first hypothesis, the partici-
pants whom the robot followed with its gaze main-
tained a larger distance with the robot than those
from whom the robot averted its gaze did, F(1, 584)
= 13.66, p < .001. The results also showed a signifi-
cant interaction between the gaze and rapport
manipulations, F(1, 584) = 7.86, p = .005, provid-

ing partial support for the second hypothesis. Of
the participants who did not have rapport with the
robot, those whom the robot followed with its gaze
distanced themselves significantly more than
those from whom the robot averted its gaze did,
F(1, 584) = 20.75, p < .001, while the robot’s gaze
did not affect participants who had rapport with
the robot, F(1, 584) = 0.41, p = .52. Finally, incon-
sistent with the third hypothesis, the robot’s gaze
did not affect how much the participants disclosed
to the robot, F(1, 58) = 0.37, p = .54. On the other
hand, the amount of rapport participants had with
the robot affected disclosure; the participants who
had rapport with the robot disclosed marginally
more personal information to the robot than those
who did not have rapport with the robot did, F(1,
56) = 3.35, p = .073 (figure 7). 

The findings of this study show that, using gaze
and politeness cues, robots can shape people’s
proxemic relationship with them. The gaze cues
affected how much physical distance people main-
tained with the robot, particularly when they did
not have rapport with the robot. Politeness cues
affected how much rapport people had with the
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robot and how much personal information they
disclosed to the robot. 

Vocal Cues, Nonverbal Cues, 
and Persuasion 
The last study explored how vocal and nonverbal
cues, particularly intonation and the combination
of gaze, proximity, and gestures, might affect the
persuasiveness of a robot’s messages. The hypothe-
ses included three predictions: (1) the persuasive-
ness of the robot's messages would be higher when
the robot uses immediacy cues — vocal, nonverbal,
or both — than they would be when it does not
use these cues; (2) they would be higher when the
robot uses only nonverbal cues than they would be
when it uses only vocal cues; and (3) they would be
higher for women than they would be for men
when the robot uses nonverbal cues. 

The study involved a desert survival task in
which participants created a ranking of 15 items
based on how much these items would increase
their chances of surviving in the desert and Waka-
maru provided suggestions for changing the rank-
ings of a subset of the items (figure 8). The inde-
pendent variable was cue type with four levels: (1)
no immediacy cue, (2) vocal cues only, (3) nonver-
bal cues only, and (4) vocal and nonverbal cues. To
vary its vocal cues, the robot changed the variabil-
ity in pitch, creating monotone and expressive ver-
sions of its speech. The robot sought to achieve
high or low levels of nonverbal immediacy by
manipulating its gaze (whether it looked toward
the item on the screen when it referred to it in its
speech), gestures (whether it used gestures to refer
to the item, describe the item’s function and
importance for survival, and emphasize aspects of

its speech), and proximity (whether the robot
stayed within or outside the participant’s personal
space) at the same time. The dependent variables
included the number of changes the participants
made in their initial rankings based on the robot’s
suggestions and the participants’ evaluations of
the social and intellectual characteristics of the
robot.

Thirty-two native-English-speaking participants
(16 males and 16 females) took part in the study.
Their ages ranged between 19 and 49. The study
started by seeking informed consent from the par-
ticipants and providing them with a description of
their task. The participants sat in front of a com-
puter where they ranked the desert survival items
and reviewed their rankings based on the robot’s
suggestions. The robot stood next to the partici-
pants in a way that it would be visible to the par-
ticipants and the participants’ computer screen
would be visible to the robot. After completing the
task, the participants filled in a post-experiment
questionnaire. 

The manipulation checks confirmed that the
manipulations in the robot’s vocal and nonverbal
cues were mostly successful. The participants rated
the expressiveness of the robot’s voice marginally
higher when the robot used higher pitch variabili-
ty than they did when the robot used low pitch
variability, F(1, 30) = 3.77, p = .062. The partici-
pants’ ratings of how much the robot used gaze
and gesture cues were significantly higher when
the robot employed these cues than when it did
not, F(1, 30) = 47.25, p < .001 and F(1, 30) = 142.08,
p < .001 for gaze and gestures, respectively. 

The results confirmed the first hypothesis; the
participants followed more of the robot’s sugges-
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tions when the robot employed immediacy cues
(vocal, nonverbal, or both) than they did when the
robot did not employ these cues, F(1, 28) = 7.53, p
= .011. In particular, they followed more sugges-
tions when the robot employed nonverbal cues
than they did when the robot did not employ non-
verbal cues, F(1, 28) = 12.35, p = .002, while the use
of vocal cues did not increase the number of sug-
gestions that the participants followed compared
to the baseline condition, F(1, 28) = 1.00, p = .32.
Consistent with the second hypothesis, nonverbal
cues led participants to follow more of the robot’s
suggestions than vocal cues did, F(1, 28) = 6.31, p
= .018. Finally, men and women did not differ in
how they were affected by immediacy cues, F(1,
24) = 0.02, p = .90, contradicting with the predic-
tion (figure 9). 

The findings of this study confirmed the rela-
tionship between immediacy cues and persuasion
in human-robot interaction. Immediacy cues
improved the persuasiveness of the robot’s mes-
sages evidenced by the participants’ compliance
with the suggestions of the robot. Nonverbal cues
served as effective immediacy cues, while vocal
cues did not achieve the same outcome. 

Discussion 
This article seeks to underline the fundamental
connection between embodied communication
cues and key social, cognitive, and task outcomes
and present this connection as an opportunity for
designing embodied dialogue with robots. By gain-
ing a better understanding of how most effective
communicators use these cues to achieve such out-
comes and using this understanding to carefully
tune robots’ embodied cues, robot designers might
harness the full potential of robotic technology.
The research program described here exemplifies
how, through carefully designed changes in their
embodied cues, robots might elicit such outcomes
as learning, rapport, and persuasion. The potential
for impact goes beyond these illustrative domains.
Building robots that might achieve such outcomes
in the real world, however, bears a number of chal-
lenges. The paragraphs below discuss some of these
challenges and offer potential directions for future
research. 

Embodied interaction is fundamentally a joint
activity in which the embodied cues of all parties
in the interaction work together in coordination
(Clark 1996; Clark and Brennan 1991; Clark and
Wilkes-Gibbs 1986). In the context of human-
robot interaction, the control of the embodied
cues of the robot necessarily needs to be coordi-
nated with the embodied cues of the users over the
course of the interaction. However, most studies of
embodied cues in human-robot interaction to
date, including to an extent the research program

described here, minimally consider the dynamic
coordination of communicative cues between the
robot and its users. This unilateral approach is
largely due to a lack of models that describe coor-
dinated actions in dynamic interaction. Human
communication researchers have discussed the
limitations of using ‘‘single-rate” variables that
assume behaviors of individuals to be independent
from those of others and proposed, instead, the use
of ‘‘action-sequence” variables that capture
sequences of joint actions in interaction (Duncan
et al. 1984). Progress toward overcoming this sig-
nificant challenge requires a closer look at embod-
ied interaction and the development of specific
artificial intelligence techniques suited to model
complex joint actions. 

The physical, social, and task context of the
interaction greatly shapes how parties employ
embodied communication cues. For instance,
research on the effects of situational factors on
gaze behavior has found that the visual complexi-
ty of task-relevant objects such as a map and the
environment have a significant effect on the gaze
behaviors of the participants (Argyle and Graham
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1976). Similarly, social factors such as the degree of
closeness among parties in interaction (for exam-
ple, whether the participants are friends or
strangers) affect how the parties employ embodied
cues such as gaze, gestures, smiling, proximity, and
verbal cues and their social outcomes (Stinson and
Ickes 1992). Studies of embodied interaction
between humans and robots to date have consid-
ered such contextual factors only minimally. Most
work in this area including the studies presented
in the previous section involve controlled, invari-
able physical, social, and task contexts and lack an
exploration of how embodied cues and their out-
comes might change across contexts. Future
research must seek a better understanding of how
various characteristics of context affect embodied
interaction and how robots might adapt their use
of embodied cues across contexts to maximize
their effect in achieving social, cognitive, and task
outcomes. 

Studies of embodied interaction in human com-
munication also show that parties change their use
of embodied cues over the course of the interac-
tion. For instance, the amount of eye contact that
parties in a conversation maintain decreases as the
interaction unfolds (Abele 1986). The parties in the
interaction might also adapt their behaviors to
those of their partners; studies of dyadic interac-
tion have shown that members of dyads mimic
their partners’ nonverbal cues such as facial expres-
sions and smiling (Chartrand and Bargh 1999) and
verbal cues such as word choice (Scissors, Gill, and
Gergle 2008) and that mimicking the behaviors of
a partner improves social outcomes (Chartrand
and Bargh 1999). How robots might change their
use of embodied cues over the course of an episode
of interaction and how they might adapt their
behaviors to those of their users remain unex-
plored. The development of effective embodied
cues for human-robot dialogue must explore how
the joint use of these cues by humans and robots
might evolve and coadapt and what techniques
might best model these temporal, interdependent
changes in behavior. 

Conclusion 
Robots are unique among computational systems
in their ability to afford embodied interaction.
Research in human communication has shown
that the cues that compose embodied interaction,
when employed effectively, generate significant
social, cognitive, and task outcomes from
improved learning to increased performance in
collaborative work. Robots, with their unique abil-
ity to represent and control embodied cues, hold
tremendous potential for drawing on this connec-
tion to generate similar positive outcomes in
human-robot dialogue. Achieving this potential,

however, requires a better understanding of the
most effective ways in which robots might use
embodied cues to generate positive outcomes and
the limitations in the extent to which the connec-
tion between embodied cues and positive out-
comes exists in human-robot interaction. To
achieve this understanding, robot designers must
systematically study the relationship between par-
ticular embodied cues and outcomes, iteratively
fine-tuning control parameters for these cues to
identify their most effective use to obtain the tar-
geted outcomes. 

This article sought to highlight the link between
embodied communication cues and significant
positive outcomes, provide overviews of embodied
cues and outcomes that human communication
researchers have considered, and describe a
research program that aims to understand the rela-
tionship between robot embodied cues and signifi-
cant positive outcomes in human-robot interac-
tion. The illustrative set of studies from this
research program show that, through effective use
of verbal, vocal, and nonverbal cues, robots can
generate such positive outcomes as improved
learning, rapport, and persuasion. While these
results are promising, achieving the full potential
of embodied human-robot interaction poses fur-
ther challenges such as the need to better under-
stand the effects of joint activity, contextual fac-
tors, time, and adaptation on embodied
interaction. More systematic research on embod-
ied human-robot interaction and advancements in
these challenges will enable the design of robots
that offer people not only representations and
interactions with which they are intimately famil-
iar but also significant improvements in key areas
of their lives. 
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