

















Articles

Figure 4. Instructions Often Require Pictures or Diagrams.

The step-by-step instructions are for a Lego-like toy. Notice that cer-
tain pieces such as the window or wheels are unrecognizable as such
unless they are placed in the correct context of the overall structure.

not tightening the cap on a soda bottle will cause it
to loose its carbonation, one would write down a
suitable set of axioms. The problem, of course, is that
there is so much of this sort of knowledge.

Research in cognitive science suggests the possibil-
ity of the existence of bodies of core commonsense
knowledge (Tenenbaum 2015). The exploration track
provides a setting for exploring these possibilities.
Perhaps within such a laboratory paradigm, the role
of traditional commonsense reasoning research
would shift to developing general principles, such as
models of causation or collaboration. Al systems
would then instantiate such principles during self-
directed experimentation.

The proposed tests will provide an opportunity to
bring four important areas of Al research (language,
reasoning, perception, and action) back into sync
after each has regrettably diverged into a fairly inde-
pendent area of research.

Summary

This article was not about the blocks world and it has
not argued for the elimination of reasoning from
intelligent systems in favor of a stronger perceptual
component. This article argued that the Turing test
was too weak an instrument for testing all aspects of
intelligence and, inspired by the Turing test, pro-
posed an alternative that was argued to be more suit-
able for motivating and monitoring progress in set-
tings that demand an integrated deployment of
perceptual, action, commonsense reasoning, and lan-
guage faculties. The challenge described in this doc-
ument differs from other robotic challenges in terms
of its integrative aspects. Also unique here is the per-

Figure 5. Manipulation and Object
Formation with Nonrigid Materials.

Figure 6. The Exploration Track Will Also Involve Dynamic Toys with
Moving Parts and Some Interesting Aggregate Physical Behavior.

The modularity afforded by toys makes this much easier than working with
large expensive systems. This picture is a good illustration of the need for
functional understanding of elements of a structure. In the picture, the child
can turn a crank at the bottom left — a piece that has functional signifi-
cance — that turns a large red vertical screw that then lifts metal balls up a
shaft after which they fall through a series of ramps turning various gears
along the way.
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spective on agent embodiment as leading to an
agent-initiated form of experimentation (the world
as a physical laboratory) that can trigger common-
sense learning.

The considerable span of time that has elapsed
since Turing proposed his famous test should be suf-
ficient for the field of Al to devise more comprehen-
sive tests that stress the abilities of physically embod-
ied intelligent systems to think as well as do.

Notes

1. One should resist the temptation here of equating intel-
ligence with being smart in the human sense, as in having
a high IQ. That has rarely been the case in Al where we have
usually been quite happy to try to replicate everyday
human behavior. In the remainder of this article, I will use
the term intelligence in this more restrictive, technical sense.
2. Winograd Challenge, 2015, commonsensereasoning.org/
winograd.html.

3.1 certainly would not deny that a program that passed the
Turing test was intelligent. What I am suggesting is that it
would not be intelligent in a broad enough set of areas for
the many problems of interest to the field of Al. The Turing
test was never meant as a necessary test of intelligence, only
a sufficient one. The arguments that I am presenting, then,
suggest that the Turing test also does not represent a suffi-
cient condition for intelligence, only evidence for intelli-
gence (Shieber 2004).

4. 1 take this point to be fairly uncontroversial in Al: a man-
ual with a picture describing some action (such as setting
up a tent) is often fairly useless without the pictures.

5. A similar observation was made in the context of the spa-
tial manipulation of buttons (Davis 2011).

6. Put most simply, the best that the Turing test could test
for is whether a subject would answer correctly to some-
thing like, “Suppose I had a key that looked like . . . and a
lock that looked like . .. Would it fit?” How on earth is one
to find something substantive to substitute (that is, to say)
for the ellipses here that would have any relevant conse-
quence for the desired conclusion in the actual physical
case?

7. Beyond the Turing Test: AAAI-15 Workshop WS06. Janu-
ary 25, 2015, Austin, Texas.

8. One might be concerned that the inclusion of language
is overly ambitious. However, without it one would be left
with a set of challenge problems that could just as easily be
sponsored by the robotics or computer vision communities
alone. The inclusion of language makes this proposed chal-
lenge more appropriately part of the concerns of general Al.

9. See, for example, www.wikihow.com/Assemble-a-Tent.
10. I am grateful to an anonymous reviewer for bringing up
this point.

11. www.robocupathome.org.

12. See www.youtube.com/watch?v=Cac7Nkki_XO.
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