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Abstract 
General Electric is engaged in a broad range of research 

and development activities in artificial intelligence, with the 
dual objectives of improving the productivity of its internal 
operations and of enhancing future products and services in its 
aerospace, industrial, aircraft engine, commercial, and service 
sectors Many of the applications projected for AI within GE 
will require significant advances in the state of the art in ad- 
vanced inference, formal logic, and architectures for real-time 
systems New software tools for creating expert systems are 
needed to expedite the construction of knowledge bases. Fur- 
ther, new application domains such as computer-aided design 
(CAD), computer-aided manufacturing (CAM), and image un- 
derstanding based on formal logic require novel concepts in 
knowledge representation and inference beyond the capabili- 
ties of current production rule systems Fundamental research 
in art,ificial intelligence is concentrated at Corporate Research 
and Development (CR&D), with advanced development and 
applications pursued in parallel efforts by operating depart- 
ments The fundamental research and advanced applications 
activities are strongly coupled, providing research teams with 
opportunities for field evaluations of new concepts and systems. 
This article summarizes current research projects at CR&D and 
gives an overview of applications within the Company. 

providing assistance in selection of the most effective pas- 
sive and active sensors at acceptable cost. The require- 
ments of this domain exceed the capabilities of current 
production rule systems; consequently, approximately half 
of the research program in artificial intelligence is focused 
on extending the capabilities of current reasoning systems 
and on more powerful and efficient tools for knowledge 
representation. 

Reasoning with Incomplete 
and Uncertain Information 
To date, expert systems have shown most frequent suc- 
cess in diagnostic applications or on problems with simi- 
larly constrained data and results. Problem domains with 
less constraint such as military advisory systems will re- 
quire more advanced reasoning techniques because the in- 
put data will have the following characteristics: 

0 Uncertain, incomplete, potentially erroneous, and time- 
varying. 

l Specified quantitatively or qualitatively and must be 
interpreted in context. 

l Contain information that is relevant but in a form un- 
known to the system. 

Advanced Inference and Logic 

A majority of the product departments in General Elec- 
tric’s Aerospace Business Group are concerned with gener- 
ation, integration, and intcrprctation of sensory informa- 
tion from satellites, radars, sonars, and similar hardware. 
The technical challenge today lies at the system integra- 
tion level, in assessing the situation being monitored and 

The output of the expert system may be similarly ml- 
constrained, in that there may not be a prescription for 
the form or the content; that is, the overall goals may be 
specified, but the form may not. For instance, it may be 
possible to say only that the output is “like” or “analo- 
gous to” an output that is specified. In fact, the output 
may be a composite of pieces (such as a plan composed of 
sub-plans), each of which may be similar to the specified 
set, while the composite is not similar to any of them. The 
objective of this project is to provide a richer environment, 
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Structure of cxpcrt system for Computer Aided Control System design. 

Figure 1. 

in which to develop expert systems applications. Such an 
environment will allow the development of large systems 
whose complexity in both reasoning and inherent structure 
make current systems ineffective. 

Fundamental research on reasoning with uncertainty 
is funded by the DARPA Strategic Computing Program, 
with an abstract battle management problem domain cho- 
sen as a model of this problem class. In parallel with the 
DARPA program is an internal effort focused on transition 
of this technology to future aerospace systems supported 
by a consortium of departments from GE’s Aerospace Busi- 
ness Group. Interaction with these departments provides 
useful information, pertinent to this domain, in charactcr- 
izing classes of uncertainty and defining realistic scenarios. 
From this information we are developing a test bed simula- 
tor for research experiments, which we refer to as a Battle 
Management Associate (BMA). 

Reasoning with Uncertainty 

A representation of uncertainty is used to describe the 
belief (or disbelief) in numeric and symbolic data. A nu- 
merical characterization represents uncertainty as scalars 
on an interval (bayesian approach, certainty factor), as in- 
tervals on a range (belief function, plausibility function, 
evidential reasoning), as distributions on a universe of dis- 
course (extension of necessity and possibility), or as points 
in a space (evidence space). 

Part of our research is directed to the establishment, of 
the theoretical basis for defining the syntax and semantics 
of a small subset of calculi of uncertainty. Each calculus in 
this subset, defined by a negation operator, a Triangular 
norm, and its DeMorgan’s dual Triangular co-norm, will 
be selected by context-dependent rules according to the 
type of constraints to be satisfied (evidence independence, 
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evidence subsumption, etc.). 
A term set of linguistic statements of likelihood will 

determine the granulurity of the uncertainty that could be 
possibly specified by a user or an expert. This granular- 
ity will limit, the ability of two similar calculi to produce 
notably different results. The meaning of each element in 
the term set will be defined by a fuzzy number on the [O,l] 
interval. Inconsistencies will be detected by interpreting 
the fuzzy interval as elastic lower and upper bounds of 
probability. Dempster-Shafer’s theory will be extended to 
this case and its constraints will be used to detect con- 
flicts during the aggregation. Entropy measures will also 
bc used to quantify the magnitude of the conflicts. 

Analogical Reasoning 

Two approaches to reasoning with incomplete infor- 
mation are being pursued. The first, reasoning by analogy, 
addresses the issues of extensible representations for de- 
scribing situations, evaluation of similarity between situa- 
tions, partial matching of situations, reasoning from prece- 
dent, and learning new facts from constraint descriptions. 

Reason Maintenance Systems 
The second approach to reasoning about incomplete infor- 
mation is the development of a nonmonotonic logic special- 
ized to reasoning about time, cause, and belief. This logic 
will be realized in a formally specified reason maintenance 
system that will maintain multiple hypothetical contexts, 
support a variety of inference rules (possibly nonmono- 
tonic), automatically detect inconsistencies, and provide 
declarative control over the inference process. 

Program Verification 
The application of artificial intelligence to aerospace in- 
formation fusion and situation assessment tasks imposes 
stringent requirements for software verification. Due to 
the complexity of many of these applications and the com- 
binatorial explosion inherent to AI-based problem solving, 
verification through exhaustive testing is very costly and 
impractical in many cases. An alternative approach to this 
problem is verification procedures based on formal logic. 
GE has an ongoing effort to develop new methods of pro- 
gram verification and to apply them to real problems. Of 
particular interest, is the use of these techniques as a part 
of the formal auditing procedure for software designs. 

Several tools have been developed. Affirm-85 is an en- 
hanced version of the Affirm program verification system 
that was developed during the past year. The Rewrite 
Rule Laboratory is an environment and set of tools for 
performing research on the rewrite rule method of formal 
reasoning. Dcvcloped jointly with MIT under NSF spon- 
sorship, the Rewrite R.ule Lab is now being used at six 
universities in addition to GE. 

Contacts: Dr. Piero Bonissone (Uncertainty), Dr. Allen 
Brown (Reason mazntenance systems), Mr. Gil Porter 
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The “Re-Design Model” for Engineering Design. 

Figure 2. 

(Analogical reasoning), Dr. David Musser (Program ver- 
afication). 

Real-Time Systems 

The problem domains described above generally impose 
requirements for execution in real time that are far be- 
yond the capacity of commercially available computing 
hardware. To address this need, General Electric is ac- 
tive in developing new architectures specially designed for 
performing AI-based tasks, such as image processing and 
inference. Parallel research is underway on methods for 
programming such machines and for structuring software 
for efficient, real-time execution. 

Parallel Processing Computer Architectures 

The Connection Machine, originally conceived at MIT, is a 
massively parallel Single Instruction, Multiple Datastream 
(SIMD) machine for real-time AI applications. The ma- 
chine contains a quarter of a million simple processors with 
two different methods of interconnection. Each processor 



is locally connected to each of its eight nearest neighbors 
and can be globally connected to any other processor with 
a novel cross-omega routing network. For an image un- 
derstanding application, for example, the nearest neigh- 
bor connection would be used to perform convolutions and 
other signal processing operations. After the signal-to- 
symbol transformations had been made (e.g., some cor- 
ners had been determined), the global interconnections 
would be used to process the symbols (e.g., to find diago- 
nal corners in a square). Programming is a key part of this 
project. To fully achieve the potential of this new highly 
parallel architecture, new languages, algorithms, and pro- 
gramming paradigms need to be developed and demon- 
strated on real applications. 

Software Tools 

Software tools used for expert system development in GE 
had their origins in the well-known CATS-l/DELTA sys- 
tem. DELTA was designed as a practical tool for loco- 
motive troubleshooting. However, it has been found use- 
ful in other domains as well. DELTA is a forward and 
backward chaining system particularly suited for control- 
ling dialogue with a user, including explanation, help, and 
graphical (video disk) displays. It provides a rich set of 
predicates and verbs in its rule language and implements 
a theory of “certainty factors” of facts and knowledge. 

The experience gained during dcvelopmcnt of DELTA 
provided the basis for creation of software tools for build- 
ing expert systems for a wide range of General Electric 
applications. The emphasis in designing these tools was 
improving the productivity of knowledge engineers to re- 
duce the time and cost of implementing expert systems in 
the past. The two descendants of DELTA arc GEN-X and 
Delphi. 

R.ecently GE and MIT have established a joint project 
to build the machine and apply it to a number of problems 
including image understanding. MIT is responsible for 
the architecture, GE for the chip design and the actual 
assembling and testing of the machine, and MIT and GE 
are jointly responsible for programming and applications. 
Government funding is being sought for this effort. 

In a parallel DARPA-sponsored program, the General 
Electric Military Electronics Systems Operation (MESO) 
is participating as a subcontractor to Carnegie-Mellon TJni- 
vcrsity t,o develop hardware for H. T. Iiung’s systolic array 
WARP machine. 

Real-Time Control Systems 

The objective of this research is the development of ar- 
chitectures and algorithms for use of artificial intelligence 
in real-time systems, in particular as applied to real-time 
control and signal-processing applications. This research 
includes identification of functions particularly suited to 
AI (in contrast to conventional control and signal process- 
ing methodologies) and partitioning of system architec- 
tures into AI-based and conventional subsystems for future 
hardware realization. 

Work to date has focused on a rule-based approach 
to design of closed-loop control systems. Using the Gen- 
eral Electric originated the Delphi expert system tool (de- 
scribed later), a knowledge base of approximately 300 rules 
was developed for application to a comprehensive set, of 
existing routines used for CAD for control system design. 
The system, shown schematically in Figure 1, has been val- 
idated for single-input, single-output system design. Such 
a system has the potent,ial for application to in-flight CO~V 
trol system reconfiguration for flight or engine controls in 
response to battle damage or other degradation in plant 
or control system hardware. 

Contacts. Dr. Piero Bonissone and Mr. Gil Porter (Real- 
time systems for AI), Dr. Kim Gostelow (Connection ma- 
chane - software), Dr. ,James Taylor (Expert systems for 
control system deszgn), Dr. Jumes Wheeler (connection 
machine - hardware). 

GEN-X provides powerful and flexible user interfaces 
for both the knowledge engineer and end-user, using an 
IBM PC as a dclivcry vehicle. It includes GERULE, a 
spreadsheet format editor/interpreter for production rules, 
and GETREE, an interactive editor/interpreter/code gen- 
erator for decision and and/or trees. Parallel expert sys- 
tems applications projects are underway in numerous Gen- 
eral Electric product departments using GEN-X. 

Delphi extends lessons learned in DELTA into a more 
powerful and flexible expert system language embedded in 
LISP. Like DELTA, Delphi provides a forward and back- 
ward chaining inference engine and an ability to reason 
with and propagate uncertainty. However, Delphi includes 
a Rete algorithm and a hashing system for rapid matching 
of facts and goals to rules involving variables, and sup- 
ports a wide variety of data types. A structure editor for 
Delphi has been developed to aid rule entry, modification, 
and checking. Delphi also provides a daemon facility for 
data-directed invocation of procedures. 

The capability for user interaction during a session 
makes Delphi a viable tool for troubleshooting or advisor 
systems. Its ability to call other programs during execu- 
tion has proven to be most useful in implementing expert 
systems for engineering design or sensor interpretation by 
several departments in General Electric. 

Contacts: Dr. Peter Daetz (GEN-X), Dr. Mel Simmons 
(Delphi). 

Application Domains 

General Electric is active in development of applications 
of artificial intelligence in its commercial, industrial, and 
manufacturing sectors. Thcsc areas present, interesting 
technical challenges, requiring new research in artificial in- 
telligence coupled with understanding of the engineering 
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and information processing requirements of the problem 
domain. Below are several examples of our current work. 

AI for Engineering Design and Manufacturing 
Research on AI for Engineering Design has been a collabo- 
rative effort between CR&D and a GE-sponsored program 
at the University of Massachusetts directed by Prof. J. 
Dixon. The objective of this research is to develop ad- 
vanced inference, knowledge representation, and user in- 
put languages needed to enable application of expert sys- 
tems to engineering design and automated manufacturing. 
Inherent to this objective are capabilities for reasoning 
with geometric information describing features of three- 
dimensional parts to be designed and manufactured, and 
for use of qualitative and quantitative information regard- 
ing the functionality and manufacturability of such parts. 
Knowledge-based systems for design would ultimately be 
integrated with conventional CAD systems in an architec- 
ture of the type shown in Figure 2. 

Our research has three major elements: the process 
of redeszgn and software architectures for implementing 
redesign stratcgics, the decomposition of complex design 
problems into simpler (partially independent) subprob- 
lems, and representation and reasoning about the geometry 
of designed objects (Figure 3). Throughout this effort our 

methodology is to start with small, specific problems se- 
lected from engineering domains so as to illuminate critical 
issues in our research agenda. A number of these problems 
are undertaken as student prqjccts, generally as master’s 
thesis projects. Working from these specific cases, we then 
try to generalize upon our experience and formulate con- 
cepts for next-generation software tools. Sample projects 
include plastic materials selection, design of aluminum ex- 
truded heat fins, injection-molded part design, and plastic 
extrusion design (in collaboration with GE Plastics Busi- 
ness Operations), and aluminum casting design (with Ord- 
nance Systems Division). 

Our research on AI for manufacturing is focused on 
modeling of qualitative reasoning about manufacturing pro- 
cesses. The motivation for this work is to provide tools for 
improving productivity in the process development phase 
of manufacturing, in particular for advanced manufactur- 
ing process technologies employed throughout t,he GE Air- 
craft Engine Group’s highly automated factories. Pro- 
cesses such as curing of composite materials, casting, laser 
cutting and drilling, and welding require understanding 
of the underlying physical processes involved to efficiently 
design and debug tooling and process cycle parameters. 
The mental models used by humans in reasoning about, 
and planning physical processes are quite unlike the quan- 

EXPERT SYSTEMS FOR CAD/CAM 1 

. MANUFACTURABILITY 
m CONVENTIONAL CAD/CAE . FUNCTIONALITY 
n KNOWLEDGE-BASED EXTENSION 

Integration of a feature-level expert system for mechanical CAD wit,h conventional CAD/CAE software tools. 

Figure 3 
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Acquisition of a solid model of a three-dimensional object from two-dimensional perspective views. 

Figure 4. 

the transformed two-dimensional view and under wha t ;itative models used in numerical simulations of processes 
based upon exact physical principles. These mental mod- 
els are qualitative, rather than quantitative, and represent 
only the most pertinent aspects of the many physical vari- 
ables relevant to the situation. 

Geometric Reasoning for Image Understanding 
The object of this project is to develop new methods for 
reasoning about geometric concepts and to apply those 
methods to image understanding. (For example, an im- 
age urlderstanding system sees some t,wo-dimensional view 
which is a projective transformation of a three-dimensional 
scene. To understand what it sees, it must be able to 
reason about the effect of that transformation (Figure 4). 
Thus it should know under what conditions lines that are 
parallel in the three-dimensional scene remain parallel in 

conditions they appear to converge at infinity.) An ini- 
tial goal of the project is to be able to create a three- 
dimensional model of an object from a number of two- 
dimensional views. A later goal will be to recognize a 
particular two-dimensional view as an instance of a trans- 
formed version of some three-dimensional model. 

An important part of this project is to develop new 
methods for geometric reasoning. The basic approach is 
to express geometric constraints as algebraic expressions 
Then these algebraic expressions can be manipulated by 
various rewrite rule methods to perform the reasoning. 
The group has published several recent papers on the ap- 
plication of Groebner polynomials and Wu’s method to 
this problem. 
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/ RESEARCH\ 
POSITIONS 
Chemical Information 

Science 
Chemical Abstracts Service (CAS), a division of 
the American Chemical Society, is the acknowl- 
edged world leader in chemical information ser- 
vices. Founded in 1907, CAS produces a variety 
of printed, computer-based and on-line informa- 
tion services. The rapid expansion ofourresearch 
program, aimed at developing new and innova- 
tive information services for chemists and chemi- 
cal engineers, has created several new positions. 

CHEMICAL 
INFORMATION 

SCIENTIST 
Candidates should have a degree in chemistry 
and/or computer science. Experience in com- 
puter manipulation of chemical information is 
highly desirable. 

RESEARCH SCIENTIST 
ARTIFICIAL INTELLIGENCE/ 

COMPUTATIONAL LINGUISTICS 
Candidates should have education and/or experi- 
ence that includes computer science, information 
science or chemistry, as well as artificial intel- 
ligence or computational linguistics. Research 
experience focused on expert systems and/or 
natural language processing would be par- 
ticularly useful. 

COMPUTATIONAL 
CHEMIST 

Candidates should have an advanced degree in 
chemistry and some background in computer/ 
information science. Experience in an area such 
as molecular modeling, chemical synthesis pre- 
diction or structure-activity correlation is high- 
ly desirable. 

CAS is located in Columbus, Ohio, a growing and 
dynamic metropolitan area with excellent hous- 
ing, cultural, recreational and transportation 
facilities. Our modern offices, situated in a cam- 
pus-like setting, provide a professional state-of- 
the-art working environment. 

CAS provides a complete benefits package, 
which includes an excellent employer-paid retire- 
ment plan, relocation assistance, tuition reim- 
bursement and a range of insurance programs, as 
well as salary scales commensurate with your 
background and experience. 

To apply for one of these positions, please write 
to: 

CHEMICAL ABSTRACTS SERVICE 

Diagnostic Systems 
The diagnostic and repair capabilities provided by the 
orignal DELTA system are now being extended and dis- 
tributed throughout the Company for use in addressing a 
range of problem domains. The locomotive diagnostic sys- 
tem, renaked CATS-l (Computer-Aided Troubleshooting 
System), has been validated through field tests, with pro- 
totype units delivered to two railroad customers. New 
diagnostic systems are under development by GE product 
departments for application to gas turbines, aircraft ell- 
gines, aircraft controls, and ordnance systems, based on 
the GEN-X expert system development tool. 

Contacts: Dr. Peter Dietx (Diagnostics), Prof. John Dzxon, 
Department of Mechanical Engineering, Universzty of Mas- 
sachusetts (Design), Dr. Joseph Mundy (Image understand- 
ing), Dr. Mel Simmons (Desagn and Manufacturing). 

For further information please contact project leaders listed above 
or Dr Larry Sweet, Manager, Knowledge-Baed Systems Branch, 
Building K-l, Room 5C17; (518)-387.5362. 

THOUGHT! 
The difference between the mystical and mundane is 
the abilityto bring visionary ideas into practical form. 

Know/edge Quest is a progressive search firm spe- 
cializing in Artificial Intelligence and related in- 
dustries. In these ever emerging technologies we are 
a service to assist both Corporations, Venture Capi- 
talists and individuals to a more successful future. 

These challenging careers listed below span through- 
out the United States and represent client companies 
both small and large. 

Example: 
l Commercial Industry 
l Aerospace 
l Research Laboratories 
l System Houses 
l Universities 
l Start-ups 

President: Start-up company building expert sys- 
tems tools. 

Director of Technology: Leading a dynamic group of 
A.I. Developers in numerous arena’s 

Knowledge or Expert System Managers: Overseeing 
and participating in advance software laboratories. 

Lisp, Prolog, smalltalk, programmers: Numerous 
interesting projects from the space shuttle to factory 
automation. 

Customer Support: Hardware and software support 
for expert systems tools. 

TAKE A STEP TO A MORE SUCCESSFUL FUTURE TODAY!! 

Call: Caty C. Anderson 
7 141760-2527 

Knowledge Quest 12 IO Park Newport, # 106, 
Newport Beach, CA 92660 
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