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text? How can the notion of context
be modeled? How can context be
encapsulated in knowledge represen-
tation formalisms? What are the cog-
nitive aspects linked to the notion of
context? How does context influence

Advances in multidisciplinary
research are leading toward a
new generation of intelligent

assistant systems (IASs) that are con-
text sensitive (for example, see Boy
[1991]). It is generally accepted that
knowledge has a contextual compo-
nent. However, even if its importance
is acknowledged, this contextual com-
ponent is rarely represented explicitly
in available knowledge representation
systems and is not used in subsequent
processing of knowledge. Thus, there
is a gap between what is known and
what is done. Acquisition, representa-
tion, and exploitation of knowledge
in context would have a major contri-
bution in knowledge representation,
knowledge acquisition, explanation,
maintenance, documentation, learn-
ing, human-computer communica-
tion, and validation or verification. A
computational capability to under-
stand, represent, and reason about
context will be valuable for, and of
immense benefit to, many AI prob-
lems. For these reasons, a multidisci-
plinary group was invited to discuss
the many issues surrounding context
at the Workshop on Using Knowledge
in Its Context, held prior to the Thir-
teenth International Joint Conference
on Artificial Intelligence (IJCAI-93).

The workshop call for papers
focused on computational principles
and mechanisms for eliciting, model-
ing, and using the contextual aspect
of knowledge as well as techniques
and tools for building context-sensi-
tive systems. The following series of
questions were posed: What is con-

clarifying interaction for a user)?
What is the role of the notion of con-
text in computer-supported coopera-
tive work?

Early deadlines were stated to
encourage participant interaction by
e-mail before the workshop. The
intent was to highlight the various
positions of agreement and conflict
that participants held on context.
Thirteen position papers were select-
ed and distributed to participants
three months in advance of the
workshop.1

Preworkshop Topics
On the basis of the received papers,
the program committee selected four
topics on context for discussion
before the workshop: (1) the posi-
tion of context, (2) the elements of
context, (3) the representation of
context, and (4) the use of context.
The position of context concerns what
context is with respect to other enti-
ties, such as situation, behavior,
point of view, meaning, relation-
ships among agents, discourse, dia-
logue, and application dependency.
Three examples illustrate the posi-
tion of context: First, in explanation,
the use of the context allows one to
tailor a generated utterance to a user.
Second, in knowledge acquisition,
the explicit use of context limits the
domain of validity of the acquired
knowledge and indicates its correct
moment of use. Third, in diagnosis,
the explicit use of the context
reduces the search to a smaller state
space. A key question here is whether
the process of achieving
context—contextualization as intro-
duced by William Edmondson and J.
F. Meech (both of University of Birm-
ingham, United Kingdom)—or the
resultant state is of primary concern.

The elements of context include
objects of the domain and the task at
hand as well as the organization(s) of
the elements, the mechanisms for
managing them, and the manner in
which these elements can manage
domain knowledge. Further, what are
the dimensions of the context, such
as time and space (itself multidimen-
sional), and the variables of the sys-
tem (some, for example, could be
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human dialogue? How can the influ-
ence of context in human dialogue
be taken into account in IASs? How
can one exploit the notion of con-
text in human-computer interaction
(including assisting, explaining, or

The Workshop on Using Knowledge in
Its Context was held in Chambery,
France, on 28 August 1993, preceding
the Thirteenth International Joint Con-
ference on Artificial Intelligence (IJCAI-
93). This article provides a summary of
the discussions between the participants
before (by e-mail) and during the one-
day workshop. It is clear from these dis-
cussions that the notion of context is
far from defined and is dependent in its
interpretation on a cognitive science
versus an engineering (or system build-
ing) point of view. In identifying the
two points of view, this workshop per-
mitted us to go one step further than
previous workshops (notably Maskery
and Meads [1992] and Maskery, Hop-
kins, and Dudley [1992]). Once a dis-
tinction is made on the viewpoint, one
can achieve a surprising consensus on
the aspects of context that the work-
shop addressed—mainly, the position,
the elements, the representation, and
the use of context. Despite this consen-
sus on the aspects of context, agree-
ment on the definition of context was
not yet achieved.
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dependent on user profiles or mod-
els). Questions that arise from
attempting to define the elements of
context include the following: Is it
sufficient to add a time dimension to
account for context? Does context
simplify or complicate the construc-
tion of a knowledge base? Is context
nested in chunks of knowledge, or
conversely, are chunks of knowledge
nested in context(s)? Is context an
object of the domain? Can we
“decontextualize” knowledge (that is,
move from one context to the next,
as introduced by McCarthy [1993])?
What are the links between the pro-
cess of contextualization, as intro-
duced by Edmondson and Meech,
and decontextualization? What are
the links between the external situa-
tion and the internal components of
the context?

For the representation of context,
one must examine the relation
between the representation of context
and the choice of formalism for repre-
senting and reasoning about a
domain. Some believe that logic is the
correct formalism, but others believe
that semantic networks or conceptual
graphs are better. Many formalisms
are candidates. Some questions that
arise from attempting to represent
context include the following: What
are the possible formalisms that seem
to allow explicit representation of
context? What are the comparison
criteria of two formalisms with
respect to context? What are the
advantages and drawbacks of each of
the possible formalisms? For a given
formalism, which aspects of context
are easily represented? Which ones
are impossible to tackle? Such ques-
tions are important because it seems
necessary to define what a context is
with respect to the representation for-
malism that is used. However, it
appears that the characteristics, the
properties, and the like are dependent
on the formalism that is chosen.
Thus, it is difficult to have an
abstracted view of what a context is,
that is, at a conceptual level?).

A priori, there seem to be two uses
for context: (1) to internally manage
knowledge chunks and (2) to manage
communication with a user. Some
questions that arise in attempting to

typify the use of context are the fol-
lowing: Which representation for-
malisms allow reasoning in context?
How do we use context to extract and
present the relevant chunks of
knowledge? Is context more impor-
tant in some domains (for example,
linguistics) than in others? Is the use
of context definable as an activity or
a process of contextualization? What
are the links between internal and
external management of knowledge?

Results of 
Participant Interaction

A key factor in studying any aspect
of context is whether one’s view is
that of a cognitive scientist or that of
an engineer building a system to
solve a particular problem. The cog-
nitive science view is that context is
used to model interactions and situa-
tions in a world of infinite breadth,
and human behavior is key in
extracting a model. The engineering
view is that context is useful in repre-
senting and reasoning about a
restricted state space within which a
problem can be solved. On closer
examination, one realizes that the
engineering view is subsumed by the
cognitive science view. Thus, partici-
pants from the two disciplines face
similar problems in defining and
using context and can share ideas in
researching a solution.

Through participant interaction, it
rapidly became clear that one cannot
consider any of the four topics
defined earlier. Moreover, it is diffi-
cult to speak of context indepen-
dently of its use. (“We cannot speak
about context out of context,” said
Dan Suthers [University of Pitts-
burgh].) Also, participants are inter-
ested in context in different domains
(logic, communication, knowledge
acquisition, explanation, diagnosis,
and so on.).

Thus, we reduced the objectives of
the workshop to clarifying basic defi-
nitions and highlighting differences
in the participants’ views on context.
In the following subsections, we
summarize the views and insights
into context that were achieved by
workshop participants. 

Context and Its Use
Context is used in a number of
domains. Indeed, it appears that
there are as many contexts as uses of
context because the notion of con-
text seems inseparable from its use.
Most of the papers in the proceedings
(and elsewhere [Maskery and Meads
1992; Maskery, Hopkins, and Dudley
1992]) discuss aspects of context that
are different. Thus, an abstraction of
the various considerations of context
at a conceptual level is difficult. One
must first define what we want to do
with a context in a given situation,
even if we assume that we are always
moving between contexts. (For exam-
ple, must we speak of a discrete space
of contexts or a continuous one?)

The use of context seems particu-
larly important for a number of activ-
ities, including predicting context
changes, explaining unanticipated
events and helping to handle them,
and helping to focus attention.
Indeed, one can state that the activity
in which one is engaged is itself the
process of contextualizing data
(Suthers). Context is what gives
meaning to data, and “contextualiza-
tion” is the process of interpreting
data, transforming data into informa-
tion (Edmondson and Meech). More-
over, the aspects of an agent’s context
that are relevant to an agent’s activity
can change as a function of the activ-
ity itself.

Cognitive processes are contextual.
They depend on the environment (a
part of the context) in which they are
carried out. Thus, from a cognitive
point of view, the context of commu-
nication in human-human dialogue
can be defined as a set of transitory
mental representations that are
dynamically built by people during
the interaction from the external sit-
uation that they perceive and from
their knowledge, beliefs, and other
characteristics (Béatrice Cahour and
Laurent Karsenty, both of CNAM,
France). These transitory representa-
tions are of the past dialogue, the
task that they are performing, the
spatiotemporal situation, and the
psychosocial situation (representa-
tion of the other, of the social situa-
tion, and so on). They are selected
according to their relevance in dia-
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logue management, that is, to inter-
pret what the other is saying and
allow the other to interpret what we
are saying (the process of contextual-
ization, emphasize Cahour and
Karsenty). Thus, the interlocutors
assume that they share a large part of
the dialogue context, but actually,
they do not share exactly the same
knowledge and characteristics and,
consequently, the same activated
context. Every participant then has
his/her own vision of the assumed
shared context, and these differences
might not affect the communication
process, although sometimes, the dif-
ferences are too important, and a
communication failure occurs. We
can try to represent the context for
man-machine communication needs,
but we can never be sure of the con-
text that a human interlocutor really
has in mind during a dialog. 

Situation and Current Context
The question of knowledge in con-
text expands to its fullest scope in
physically situated agents (Herbert
Jaeger, University of Bielefeld, Ger-
many). As a preliminary convention,
one can propose to call situation the
entire setting of a physical environ-
ment, the agent(s) therein, and the
mental stuff within the agent(s). The
reasoning environment is the mental
stuff inside an agent, which at a giv-
en moment is the active background
for its reasoning activity. The situa-
tion image is the portion of the rea-
soning environment that constitutes
the agent’s actual mental image of
the situation. Note that the notion of
a reasoning environment captures
much of what many (but not all)
might call context.

When trying to arrive at a compre-
hensive theory of situations, reason-
ing environments, and situation
images, one faces some hard prob-
lems, three of which are the horizon,
the system, and the typology prob-
lems described by Jaeger. The horizon
problem states that situations and rea-
soning environments have no defi-
nite boundaries. The system problem
states that the situation and the rea-
soning environment cannot be isolat-
ed but form an interdependent,
incessantly interacting system. The

typology problem states that situa-
tions—and the reasoning environ-
ments along with them—are forever
evolving in a qualitatively productive
way and, therefore, cannot be reified
and predescribed in a situation typol-
ogy. Jaeger’s approach to a representa-
tion format, dynamic concept systems,
strives to satisfy the requirements that
arise from these problems by integrat-
ing techniques of symbolic concept
representation with insights from the
system sciences.

Another important and related
aspect of the context problem is
establishing the current context. The
current context is sometimes consid-
ered a combination of different con-
texts. For example, there is the con-
text set of the application and that of
the user. However, it appears that the
most important context is that of the
interaction, as shared by all partici-
pants in the interaction. All other
contexts are either private contexts
(Cahour and Karsenty) or parts of the
interaction context.

Context and Reasoning
Context appears to be essential for all
reasoning tasks and real-world
problems. The use of the context in
expressing reasoning can allow the
exploitation of various forms of rea-
soning, such as nonmonotonic rea-
soning (within each context), reason-
ing about situations, approximate
reasoning and a solution to the quali-
fication problem, abstract reasoning,
and metatheoretic reasoning (Fausto
Giunchiglia, Istituto per la Ricerca
Scientifica e Technologica, Italy). A
context has also been considered a
frame of reference for the interpreta-
tion of information both input to,
and derived from, reasoning (Yves
Lespèrance, Simon Fraser University,
Canada) (McCarthy 1993).

However, it is not clear if we must
consider either reasoning within con-
texts (the reasoning environment) or
the use of context for representing
reasoning. Context can limit the
domain in which the reasoning
applies For example, in reasoning
about autonomous agents in coopera-
tive, distributed problem solving, one
must emphasize that contextual
knowledge is crucial for solving real-

world problems (for example, con-
trolling an autonomous underwater
vehicle [Roy Turner, University of
New Hampshire]). Here, the role of
contextual knowledge is to help an
agent behave quickly, automatically,
and appropriately for its current
problem-solving situation. Examples
include (1) biasing situation assess-
ment using top-down predictions
about what the sensors are seeing, (2)
modulating actions by setting behav-
ioral parameters and automatically
activating and deactivating goals
based on the context, and (3) helping
to choose actions appropriate for
goals in the context.

Context can also be considered as a
mechanism for managing, organiz-
ing, or reasoning about knowledge.
One advantage of making context
explicit in a representation is the
capability of inference within and
across contexts, thus explicitly mak-
ing the change in reasoning across
contexts (McCarthy 1993) (Giun-
chiglia). Context-sensitive reasoning
can also be seen as a generalized form
of case-based reasoning (Turner). 

A central issue associated with the
study of context is the relation
between contexts and their organiza-
tion. Contexts are related to each
other: A context is defined in another
context [McCarthy 1993]. Although
contexts are related to each other in
the basic definition, there are rela-
tions that can lead to an efficient
management of movement from one
context to the next. For example,
using bridge rules, you can localize
facts and reasoning to a single con-
text before moving to another. 

Context and Knowledge
Context provides a principled way to
cluster, partition, and organize
knowledge and its dimensions. This
partitioning becomes relevant when
contextual knowledge is integrated
into problem solving, such as when
navigating troubleshooting hierar-
chies (Suhayya Abu-Hakima, National
Research Council of Canada).

One can reuse knowledge across
contexts. This knowledge must be
decontextualized, permitting one to
abstract a piece of knowledge from
contexts into a more general context
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that covers the initial contexts.
However, it is not clear what the

relationships between context and
knowledge are at the level of their
elements and at the level of their
structures or organization. Lesperance
argues that one needs to distinguish
between having context-sensitive
knowledge and knowing what the
context is. For example, a robot
might know that there is a pop can
in front of it without knowing where
it is, what time it is, and so on.

Components of Context
What is taken to constitute a context
typically depends on the type of use
you have in mind. In natural lan-
guage understanding, it involves fea-
tures of the discourse situation, such
as speaker, hearer(s), time, and place
as well as the dialogue history and
mental state of the participants. In
large knowledge-based systems, con-
text is mainly seen as a mechanism
for partitioning the knowledge base.
In situated action, it covers actor,
time, place, and objects involved; rel-
evant background constraints on the
situation (for example, structured
lighting in robot vision); and back-
ground cultural assumptions, such as
the individualization scheme
(Lespèrance).

The components of the current
context that play a role in determin-
ing the context include much implic-
it, or background, knowledge. Mak-
ing such implicit knowledge in the
current interaction explicit permits
you to include this contextual knowl-
edge in bases of contextualized
knowledge (B. Kang and Paul Comp-
ton, both of University of New South
Wales, Australia).

However, this task is not easy. The
analogy of the frame problem was pro-
posed (Vibhu Mittal and  C. L. Paris,
both of University of Southern Cali-
fornia), which involves dynamically
modeling side effects of the actions
taken in the world by making corre-
sponding modifications in the
database that represents the state of
the world as far as a system is con-
cerned.

It appears that contextual knowl-
edge changes in time by elaboration
and shift. Thus, one must account for

both the static aspect (knowledge that
remains constant throughout the
interaction) and the dynamic aspect
(knowledge that changes throughout
the interaction) of context. The
changing knowledge of a context and
the movement between contexts
would need to be managed by inde-
pendent but related mechanisms.

Context and Representation
To select a formalism to represent con-
text, one must also consider how to
link contexts with knowledge and link
contexts with other contexts. Various
formalisms explicitly represent con-
text in system building, including log-
ic, rule sets, conceptual graphs and
semantic networks (Abu-Hakima).
Rule sets are easy to encode but hide
some of the control knowledge that
links contexts. Conceptual hierarchies,
subsumed by conceptual graphs, are
often used in diagnosis because they
obviate control knowledge and local-
ize contextual knowledge to a single
concept linked to other concepts.
Semantic networks are also subsumed
by conceptual graphs and allow for a
variety of relations to link concepts
that are directly taken as contexts.

Other approaches have also been
proposed for representing a context:
a packet of knowledge pieces (Brezil-
lon 1994) (somewhat related to con-
ceptual graphs), a set of preferences
(Suthers), a window (Abu-Hakima),
an infinite and only partially known
collection of assumptions (McCarthy
1993), a list of attributes, the product
of an interpretation, and a collection
of context schemas (Turner). 

However, it is again not clear if the
notion of context can be separated
from the representation formalism.
In addition, it is not clear if a single
representation is adequate. One result
of the workshop discussion is that
formalisms for representing context
are strongly dependent on modeling
the requirements of context. Some of
the key conflicts by participants at
the workshop include some basic and
divergent views: First, context can
always be represented in well-defined
domains. Second, context can partly
be represented in narrow domains
(for example, diagnosis). Third, con-
text can never be represented from a

cognitive science view. Fourth, con-
text can be represented without
knowing what the context is. Fifth,
context does not need to be repre-
sented because we only need to mod-
el the process of achieving context.

Some energetic discussion focused
on the view that context does not
need to be represented because we
only need to model the process of
achieving context, namely, contextu-
alization (Edmondson and Meech).

Conclusions
Context is a notion that remains ill
defined, with the workshop partici-
pants accepting no single definition.
This message was clear throughout
the workshop discussions and
appears to be the case in writings on
context in the published literature as
well. One of the goals of the work-
shop was to clarify some basic defini-
tions of context and point out alter-
natives. In this sense, this workshop
brought new insights into the notion
of context.

The discussions at the workshop
helped to confirm that context can
intervene for two types of use, (1) the
management of knowledge and (2)
the management of communication,
which must be coupled to maintain
consistency. Many alternatives and
some divergent views were found
among those attempting to model
context in cognitive science and
those attempting to use context in
engineering systems. However, all
participants agreed on the need for
context in AI and its study in a multi-
disciplinary group. For this reason, a
follow-on workshop will be held at
IJCAI-95.
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