
■ The central challenge in commonsense knowledge
representation research is to develop content the-
ories that achieve a high degree of both competen-
cy and coverage. We describe a new methodology
for constructing formal theories in commonsense
knowledge domains that complements traditional
knowledge representation approaches by first ad-
dressing issues of coverage. We show how a close
examination of a very general task (strategic plan-
ning) leads to a catalog of the concepts and facts
that must be encoded for general commonsense
reasoning. These concepts are sorted into a man-
ageable number of coherent domains, one of
which is the representational area of common-
sense human memory. We then elaborate on these
concepts using textual corpus-analysis techniques,
where the conceptual distinctions made in natural
language are used to improve the definitions of the
concepts that should be expressible in our formal
theories. These representational areas are then an-
alyzed using more traditional knowledge represen-
tation techniques, as demonstrated in this article
by our treatment of commonsense human memo-
ry.

Among the more challenging problems in
the field of artificial intelligence are
those that require computers to engage

in commonsense reasoning. In representation-
al areas where robust content theories exist, a
whole suite of applications becomes possible.
For example, given a commonsense ontology
of time (as in Hobbs 2002), we can construct
automated reasoning systems to tackle real-
world problems associated with transportation
logistics, event planning, and factory process
scheduling that are robust in the face of real-
world concerns like time zones, daylight sav-
ings time, and international calendar varia-
tions.

Given the importance of an ontology of
time across so many different commonsense

reasoning tasks, it is appropriate to devote ef-
fort and special attention to this representa-
tional area so as to develop an inferential basis
that is logically sound. The same is true of
many of the other content theories that have
traditionally defined the scope of knowledge
representation research, especially ontologies
of events (Shanahan 1995), space (Cohn and
Hazarika 2001), and physical entities (Davis
1993). 

Despite the progress that has been made in
engineering automated reasoning systems and
expressive logical languages, the bottleneck
continues to be the lack of large-scale content
theories across the full breadth of common-
sense representational areas. There have been
significant efforts in the last few years in devel-
oping large-scale commonsense resources. Two
such efforts are OpenCyc (www.opencyc.org)
and the Suggested Upper Merged Ontology
(Niles and Pease 2001). For the most part, how-
ever, these efforts have lacked a coherent em-
pirical methodology for determining what
content they should cover, and in part as a re-
sult of this, they are weak in areas of common-
sense psychology, for example, an area that is
critical for many aspects of strategic planning.

Indeed, when surveying the field of knowl-
edge representation as a whole, one gets the
sense that most knowledge representation re-
searchers are more comfortable with concepts
related to the natural sciences (for example,
physics) than the social sciences (for example,
psychology). Considering that tremendous
progress has been made in commonsense rea-
soning in specialized topics such as thermody-
namics in physical systems (Collins and Forbus
1989), it is surprising that our best content the-
ories of people are still struggling to get past
simple notions of belief and intentionality
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search is the generation of competency theories
that have a degree of depth necessary to solve
inferential problems that people are easily able
to handle. 

Yet competency in content theories is only
half of the challenge. Commonsense reasoning
in AI theories will require that computers not
only make deep humanlike inferences but also
ensure that the scope of these inferences is as
broad as humans can handle, as well. That is,
in addition to competency, content theories will
need adequate coverage over the full breadth of
concepts that are manipulated in human-level
commonsense reasoning. It is only by achiev-
ing some adequate level of coverage that we
can begin to construct reasoning systems that
integrate fully into real-world AI applications,
where pragmatic considerations and expressive
user interfaces raise the bar significantly. A con-
servative commonsense reasoning researcher
might argue that coverage is an additional con-
straint on an already difficult task and is best
addressed after suitable competency theories
have been put forth. We argue that unless the
issue of coverage is addressed first competency
theories will be intolerant of elaboration and
difficult to integrate with each other or within
larger AI applications.

This article presents a new methodology for
authoring formal commonsense theories,
based on the belief that the problems of cover-
age and competency should be decoupled and
addressed by entirely different methods. Our
approach begins by outlining the coverage re-
quirements of commonsense theories through
the analysis of a corpus of strategies. These re-
quirements are elaborated to handle distinc-
tions made in natural language, as evidenced
through analyses of large English text corpora.
We then address the specification of a formal
notation (in first-order predicate calculus) and
of a full axiomatic theory. The section on rep-
resentational requirements of strategic plan-
ning describes the methods used to solve the
coverage problem in the domains of common-
sense psychology. The section on common-
sense psychology in natural language elabo-
rates on the role of natural language in refining
these representations, with an example do-
main of the commonsense psychology of
memory. The section on a commonsense theo-
ry of human memory presents a formal theory
of the commonsense psychology of memory
aimed at achieving a high degree of both cov-
erage and inferential competency. The final
section offers our conclusions and considers
the challenges of future work in formalizing
other domains of commonsense psychology.

(van der Hoek and Wooldridge 2003). Howev-
er, systems that can successfully reason about
people are likely to be substantially more valu-
able than those that reason about thermody-
namics in most future applications.

Content theories for reasoning about people
are best characterized collectively as a theory of
commonsense psychology, in contrast to those
that are associated with commonsense (naïve)
physics. The scope of commonsense physics,
best outlined in Patrick Hayes’s first and second
“Naïve Physics Manifestos” (Hayes 1979,
1984), includes content theories of time, space,
physical entities, and their dynamics. Com-
monsense psychology, in contrast, concerns all
of the aspects of the way that people think they
think. It should include notions of plans and
goals, opportunities and threats, decisions and
preferences, emotions and memories, along
with all of the other mental states and process-
es that people attribute to themselves and oth-
ers (Clark 1987). 

Our contemporary understanding of com-
monsense psychology has been less informed
by AI than by cognitive psychology, where rea-
soning about the mental states of other people
has been studied as theory of mind abilities,
than by AI. Developmental psychologists have
noted that these abilities are strongly age-de-
pendent (Wellman and Lagattuta 2000; Happe,
Brownell, and Winner 1998) and have argued
that they are central in explaining cognitive
deficiencies associated with autism (Baron-Co-
hen 2000) and schizophrenia (Corcoran 2001).
Although alternative hypotheses have been
proposed (Goldman 2000), researchers have as-
serted that our commonsense psychological
abilities are facilitated by a tacit representation-
level theory of mental attitudes and behavior
(Gopnik and Meltzoff 1997; Nichols and Stich
2002). This hypothesis, referred to as the theory
theory, is very much in line with the perspec-
tive of the average knowledge representation
researcher in AI, whose aim is to describe tacit
representation-level theories as explicit, ax-
iomatic theories.

With the authoring of content theories of
commonsense psychology as our goal, we can
begin to confront the formidable challenge of
orchestrating a research effort of this scale. In
drawing a parallel between commonsense psy-
chology and commonsense physics, we run the
risk of falling into the same methodological
quagmire that has plagued research in com-
monsense physics since its inception. In his ar-
ticle titled the “Naïve Physics Perplex,” Davis
(1998) reflects on the methodological prob-
lems that have hindered progress. He argues
that the goal of commonsense reasoning re-
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The Representational Require-
ments of Strategic Planning

Gordon (2001a) noted that there is an interest-
ing relationship between concepts that partic-
ipate in commonsense psychology theories
and planning strategies, the abstract patterns
of goal-directed behavior that people recognize
across analogous planning cases. For example,
consider a strategy that a concert pianist used
as an aid in memorizing complicated composi-
tions such that they could be executed without
referring to sheet music. For particularly chal-
lenging passages, the pianist explained that he
would focus not on the sensations of his hands
hitting the keys during practice, but rather on
the visual motions he experienced by watching
his hands. He reasoned that his ability to re-
member complex visual patterns was some-
times more effective than his motor memory,
and found that if he again focused his eyes on
his hands during a performance, his expecta-
tions would guide them to do the right thing.
This same strategy may be applicable to work-
ers who operate complex machinery and is
even more generally applicable to any perfor-
mance-based memory task that is directly per-
ceived by the performer. Domain-specific de-
tails of any application can be abstracted away
so that the description of the strategy does not
refer to musical pieces, piano keyboards, or hu-
man hands. There are some concepts in this
strategy that will remain essential to every in-
stantiation of it in any planning situation.
These concepts include the commonsense psy-
chology notions of the attending to a percep-
tion, the observation of a performance, the ex-
pected pattern of perception, and the intention
of memorization, among others.

Noting the remarkable conceptual breadth
of planning strategies like this one, Gordon
(2001b) devised a methodology for outlining
the full scope of representational requirements
for planning strategies. This methodology in-
volved the collection and analysis of a large
corpus of planning strategies across many dif-
ferent planning domains. Three hundred sev-
enty-two strategies were collected in ten differ-
ent planning domains (business, counting,
education, Machiavellian politics, perfor-
mance, relationships, scientific practice, war-
fare, and the anthropomorphic domains of an-
imal behavior and cellular immunology).
These 372 strategies were collected by analyz-
ing texts that were encyclopedic of strategies
within the domains, by interviewing domain
practitioners, and through the interpretive ob-
servation of activities within domains. Prefor-
mal representations of the strategies were au-

thored to identify the concepts that participat-
ed in all instances of each of the strategies, re-
gardless of the specifics of the planning situa-
tion. The full set of 372 preformal strategy
representations (available in Gordon 2004) re-
quired 8,844 concepts to be expressed. Remov-
ing duplicate concepts and combining synony-
mous terminology reduced this set to a
controlled vocabulary of 988 unique concepts.

To illustrate this approach, consider the
strategy of the concert pianist that was men-
tioned earlier, which is one of the 39 strategies
analyzed from the domain of performance.
The preformal representation of this particular
strategy included the following clause, where
capitalization and italicization demark signifi-
cant conceptual terms: “The planner Monitors
for Perceived actions that are Attended to with
the goal of Remembering.” The 4 italicized con-
ceptual terms here were among the 43 that
were used in the preformal representation of
this strategy. After combining synonymous
terms used in other strategy representations,
the controlled versions of these 4 terms were
identified as Monitor, Observed execution, Attend,
and Memory retrieval.

The ontological scope of the full set of con-
trolled terms was very broad. To better under-
stand this scope, we clustered the 988 terms
and grouped them into 48 representational ar-
eas that corresponded to traditional areas of re-
search in knowledge representation or cogni-
tive science. Of the 48 representational areas, 8
of them (189 unique concepts) were closely re-
lated to fundamental topics that have been
well addressed in knowledge representation re-
search. These were the areas of Time, World
states, Events, Space, Physical entities, Values
and quantities, Classes and instances, and Sets.
An additional 10 of the 48 representational ar-
eas (164 unique concepts) were related to the
commonsense notion of agency, namely
Agents, Agent Relationships, Communities
and organizations, Resources, Abilities, Activi-
ties, Communication acts, Information acts,
Agent interaction, and Physical interaction.

Table 1 outlines the remaining 30 of these 48
representational areas (from Gordon 2002).
The 635 concepts in these 30 representational
areas were related to the mental states and
processes of people, broadly speaking. For ex-
ample, the four controlled terms mentioned
earlier from the piano performance strategy
were clustered into the representational areas
of Monitoring (Monitor), Observation of execu-
tion (Observed execution), Body interaction (At-
tend), and Memory retrieval (Memory retrieval).
Collectively, these 30 representational areas
constitute the set of concepts related to com-
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the human memory process are richer than
this. In order to solve both the problems of
conceptual specificity and sparse concepts, a
second phase of conceptual elaboration is nec-
essary.

Commonsense Psychology 
in Natural Language

The relation between the way people use lan-
guage in communication and the sorts of for-
mal representations of meaning that are em-
ployed in commonsense reasoning theories is
complex. Knowledge representation re-
searchers have generally avoided elaborating
this relationship wherever possible. However,
an opportunity exists for capitalizing on natur-
al language as a resource to guide knowledge
representation work. Natural language is still
the most expressive means of making concep-
tual distinctions, and the analysis of written or
transcribed natural language can greatly influ-
ence the conceptual distinctions to be made in
formal commonsense theories whenever cover-
age is a concern. In the research described in
this article, the expressive breadth of natural
language was used to moderate the problems of
strategy representations as the only indicator
of the scope of concepts to be formalized into
inferential theories.

We developed a methodology for elaborat-
ing the concepts in different representational
areas and applied this methodology to the 30
commonsense psychology areas presented in
the previous section. The methodology, de-
scribed below, begins with the concepts
grouped into a single representational area
from the list of 30 above, and yields an elabo-
rated set of concepts ready to be formalized in-
to inferential theories. This methodology is
language based, as it involves the large-scale
analysis of natural language text data using
tools and techniques borrowed from the field
of computational linguistics. As in most large-
scale knowledge representation efforts, the
methodology is labor intensive and requires
expertise outside of the traditional scope of
knowledge representation research. Executing
this methodology required the efforts of many
graduate students who were studying linguis-
tics, computational linguistics, or computer
science. Typically, applying this methodology
to an individual representational area required
two weeks of full-time effort by a team of these
graduate students. We describe this methodol-
ogy below, using examples from the Memory re-
trieval representational area of commonsense
psychology, one of the 30 commonsense psy-
chology representational areas listed above.

monsense psychology that are necessary to
represent adequately those that participate in
strategic planning knowledge. More broadly
speaking, they constitute the most descriptive
formulation of the breadth of human com-
monsense psychological reasoning to date and
identify the conceptual scope of a representa-
tional theory of mind.

The conceptual breadth of these 30 areas is
significantly greater than previous work in
knowledge representation concerning com-
monsense psychology. However, the method-
ology used to identify these concepts was
based on the analysis of planning knowledge,
not on the inferences that people draw con-
cerning these concepts. As a result, no infer-
ential theories to drive automated reasoning
about mental states and process are produced
by this approach—only an indication of the
sorts of concepts that would participate in
these inferential theories. While it is tempting
simply to treat each of these concepts as a for-
mal concept (for example, as a predicate in
first-order logic), the nature of these terms
poses a few significant problems. The concep-
tual specificity of the terms in an area is not
uniform. An area such as goal management
(referring to people’s ability to select and pri-
oritize the goals that they will attempt to pur-
sue) includes some very general concepts
among the 34 that were identified, such as the
mental action of suspending the pursuit of a
goal or the mental entity of the currently pur-
sued goal. However, it also calls for more spe-
cific terms, such as the mental action of re-
moving an auxiliary goal and the mental
action of removing a knowledge goal after it
has been achieved.

An even more significant problem exists
when the evidence offered by strategy repre-
sentation provides only a handful of terms to
indicate the conceptual breadth of the repre-
sentational area. This problem is best exempli-
fied by the smallest representational area iden-
tified, Memory retrieval, concerning people’s
ability to store and retrieve information be-
tween the focus of their attention and their
memory. Only three memory-related terms oc-
curred in the strategy representations: the
mental action of attempting to memorize
something so that it could be retrieved from
memory at a later time, the mental action of re-
trieving something from memory into the fo-
cus of one’s attention, and the mental con-
struct of a memory cue that is the trigger for a
memory retrieval event. While it is conceivable
that a formal inferential theory could be con-
structed from predicates based on these three
concepts alone, our commonsense models of
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Representational Area Summary

1. Managing knowledge Concepts of knowledge, belief, assumptions, justifications and the mental
processes that manipulate these concepts in reasoning

2. Similarity Comparison The mental processes of making comparisons and drawing analogies in order to
find similarities and differences

3. Memory retrieval The processes of storing and retrieving concepts from memory, and the effects
of memorization and memory repression

4. Emotions Emotional states and the processes of appraisal and coping with negative
emotions

5. Explanations The processes of generating satisfying explanations for effects that have
unknown causes

6. World envisionment Thinking about states in the world and the causal connections between them

7. Execution envisionment Thinking about the effects that the actions would have if they were performed
in the world

8. Causes of failure The patterns of explanations that people use to explain why plans were
unsuccessful

9. Managing expectations Thinking about things that haven’t yet happened, and the processes of being
surprised or unsurprised if they occur

10. Other agent reasoning The process of taking the perspective of another person in order to imagine
what is going on in their mind

11. Threat detection The intersection between expectations about what is going to happen and the
goals that one wants to achieve

12. Goals Concepts that describe desirable world states that are to be pursued or
maintained

13. Goal themes The justifications for goals that are based on the various roles that people hold
in their lives

14. Goal management The processes of prioritizing, pursuing, and abandoning the set of goals that one
holds

15. Plans Concepts that describe sets of behaviors that one imagines will lead to the
achievement of a goal

16. Plan elements Concepts that compose the behaviors in plans, including the notions of
preconditions, conditionals, and iterations

17. Planning modalities Differentiations in the way that one engages in the processing of planning for
the purpose of achieving a goal

18. Planning goals Preferences and constraints that guide the planning processes toward the
creation of plans that are viewed as optimal

19. Plan construction The process of planning by creating a new plan from scratch based on the
behaviors that one knows how to perform

20. Plan adaptation The process of planning by adapting an existing plan so that it achieve the goal
in the current situation

21. Design The process of planning where the goal is to create or configure something in
the external world

22. Decisions The concepts of a decision, choices, consequences, and the reasons for taking
one course of action over another

23. Scheduling The process of committing to execute plans in the future by placing them on an
imaginary timeline

24. Monitoring The processes of continuously or periodically focusing attention on a particular
world state and waiting until something occurs

25. Execution modalities Differentiations in the ways that people execute the plans that they have
scheduled

26. Execution control The process of turning a plan into a reality by engaging in the behaviors that
were imagined would achieve some goal

27. Repetitive execution The processes associated with executing plans that have iterative or repetitive
components

28. Plan following The processes of evaluating the progress of a plan that one is currently
executing

29. Observation of execution The processes of evaluating the progress of a plan where the plan is being
executed by someone else

30. Body interaction The mental states, processes, and phenomenon related to sensation and control
information that passes between the mind and the body.

Table 1. The 30 Representational Areas of Commonsense Psychology.



and related nouns such as a hint and a memen-
to. Team members with more linguistics expe-
rience were typically more efficient at accom-
plishing this step, which generally yielded
hundreds of expressions and language frag-
ments per representational area.

The third step, corpus analysis, is to collect a
large database of real examples of the use of
language related to the representational area
by encoding the relevant vocabulary into fi-
nite-state automata that can be applied to
large text corpora. Large-scale corpus analysis
has become commonplace in modern compu-
tational linguistics research, and many re-
search groups have authored software de-
signed to make it easy for researchers to collect
instances of particular linguistic patterns by
extracting them directly from textual data.
Our group utilized the Intex Corpus Processor
software (Silberztein 1999a, 1999b), which al-
lowed us to author linguistic patterns as finite-
state automata using a graphical user interface.
To simplify the specification of patterns, we re-
lied heavily on a large-coverage English dictio-
nary compiled by Blandine Courtois, allowing
us to specify components of our finite-state au-
tomata at a level that generalized over noun
cardinality and verb inflections. For example,
a single pattern for a memory retrieval expres-
sion can be described with finite-state automa-
ta of four successive transitions that handle
both made him think of and makes her think of
by generalizing over the verb and the pro-
noun. Members of our research group au-
thored hundreds of generalized linguistic pat-
terns during this step, one for every expression
that is identified in the previous step. These
were then combined into a single finite-state
automaton that could be applied to any Eng-
lish text corpus to collect real examples of the
use of these patterns. We applied each of these
composite automata to 20th-century fiction
and nonfiction works that we downloaded
from the Project Gutenberg website (www.
gutenberg.net), typically yielding hundreds to
thousands of indexes per representational area
per averaged-size book. Sentences containing
these indexes were then compiled into a list
(concordance) for review. Gordon et al. (2003)
evaluated the quality of the finite-state au-
tomata resulting from the work involved in
this step according to traditional information
retrieval standards. Results indicated that this
approach was effective at identifying 81.51
percent of the expressions associated with
these concepts in English written text (recall
score) and that 95.15 percent of the identified
expressions would be judged as appropriate by
a human rater (precision score).

The first step, expression elicitation, is to iden-
tify an initial set of natural language words, ex-
pressions, and whole sentences that native
speakers judge to be expressive of concepts re-
lated to the given representational area (such
as memory retrieval). The existing concepts in
the representational area are used to help peo-
ple think about the area, but the aim is to de-
velop an initial set of expressions that is more
indicative of the true breadth of expressible
concepts. For example, the representational
area of Memory retrieval initially included the
concept of retrieving something from memory
into the focus of one’s attention, and it can be
used to elicit a wide range of related English ex-
pressions: 

He was reminded of the time he crashed his
car. The broken headlight made him think
of when he crashed his car. He remembered
the exact location of the car crash. He re-
called the name of the street where it took
place. Every car horn evoked memories of
that fateful day.

Originally, this step in the methodology
was completed largely by collaborative brain-
storming among a handful of members of our
research group and typically generated a
dozen or so nouns, verbs, adjectives, and id-
iomatic expressions for each of the concepts
in the representational area. Later, we found it
more effective to hold large-group brain-
storming sessions, where a dozen or more
graduate students and staff members (all na-
tive English speakers) would each try to quick-
ly come up with related words and phrases
that were more linguistically creative and in-
sightful than those that their peers produced.
In this manner, a hundred or more expres-
sions could be elicited over the course of a sin-
gle large-group meeting.

The second step, lexical expansion, is to use
the initial expressions to seed a more thorough
search for related words and expressions in a
range of linguistic reference resources. The la-
bor of this step, conducted individually by the
graduate students in our research group, in-
volved looking up each of the elicited expres-
sions in traditional dictionaries and thesauri,
production dictionaries, and phrase dictionar-
ies and recording other associated expressions
to generate a large-coverage list. Particularly
valuable resources included the Longman Lan-
guage Activator production dictionary, the
Collins Cobuild Dictionary for Advanced Learners,
and Levin’s description of English verb classes
and alternations (1993). As an example, the
initial set of expressions concerning memory
was expanded to include verb phrases such as
to know by heart and to suppress the memory of
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The fourth step, model building, is to review
the results of the corpus analysis step to iden-
tify the conceptual distinctions made in real
language use. The aim of this step is to iden-
tify a set of conceptual primitives to be used
in an axiomatic theory that is of broad
enough coverage to capture the distinctions
that are evident in the concordance. This set
will serve as a replacement for the initial list
identified through strategy representation.
The task in this step is to cluster the sentences
in the concordance by hand into sets of syn-
onymous uses of the expressions. In our
working group, this step was the only step
that was not conducted by graduate students,
as it relied more heavily on familiarity with
the practices of formalizing knowledge do-
mains. While it is often argued that there are
no true sets of synonymous expressions, an
effort was made to identify distinctions that
will play functional roles in formal inferential
theories of reasonable complexity. For exam-
ple, there are shades of semantic difference
between uses of the phrases repression of mem-
ory and suppression of memory, but we felt that
it was unlikely that formal inferential theo-
ries of commonsense memory retrieval would
be able to define or capitalize on these differ-
ences in the near future, so instances of the
two uses were judged synonymous to the
mental event of causing a concept in memory
to become inaccessible.

The model-building step for the area of
memory retrieval resulted in 12 clusters of syn-
onymous linguistic uses of the expressions,
which can be described as follows. People have
a memory ability (1) that allows them to move
memory items (2) in and out of the focus of
their attention, unless they are repressed mem-
ory items (3). People have some intentional
control over their memory, including the op-
erators of memory storage (4) for memorizing
things and memory retrieval (5) for recalling
things into focus. The second operator can fail,
however, resulting in a memory retrieval failure
(6). There are unintentional actions of memo-
ry as well, such as making a memory inacces-
sible through memory repression (7). The every-
day unintentional function of memory is
simply to cause a reminding (8), particularly
when some other memory cue (9) is the focus
of attention. This plays a special role in the
processes that surround plan execution, where
you may schedule a plan (10) with the inten-
tion of remembering to do it at a certain time
in the future, specifically during the event of a
scheduled plan retrieval (11). But sometimes this
can fail, yielding a scheduled plan retrieval fail-
ure (12).

A Commonsense Theory 
of Human Memory

Having identified a set of representational con-
structs that will participate in any common-
sense theory of memory of broad coverage, we
can now employ more traditional knowledge
representation methods of formalization and
axiomization. This section presents the results
of applying these methods to author a theory
that achieves the identified broad coverage re-
quirements along with the necessary compe-
tency to support human-level inferences about
memory.

Concepts in Memory
To remember something is to go through a
change of state in which you come to think
consciously of something that you knew before
but were not consciously thinking of. If we are
going to build an underlying theory of mind
that will support and give coherence to the no-
tion of “remembering,” we must provide the
language in terms of which the “before” and
“after” of remembering can be described. Mem-
ory is commonly understood in terms of a spa-
tial metaphor. There is a region in the brain
that is the focus of attention, and there is a re-
gion that is the memory. 

But first we need to specify what kind of en-
tity is in each of these regions. We will call
these entities concepts and say very little else
about them. This is intended to be a very gen-
eral term, covering several more specific terms
in other subtheories. For example, a theory of
belief may deal with propositions and predi-
cates; we can stipulate each of these to be ex-
amples of concepts. A theory of perception
may deal with images, and we can call these
“concepts” as well. Then any statements we
make here about the behavior of concepts in
the mind will be true of propositions, predi-
cates, and images. 

In our theory of memory, we will assert that
a person, or perhaps another agent, has a mind.
The mind has at least two parts, or regions: a
focus of attention (we will hereafter call this the
“focus”) and a memory. Concepts can be in the
mind, and if they are, they are either in focus
or in the memory. (See figure 1.) We can call
the relation of a concept being in one region or
another the inm relation, for “in-mental” or “in
mind.” A concept can be “inm” focus or mem-
ory for an interval of time.

The notion that a concept is in the focus of
attention is intended to correspond to when
one is consciously thinking of the concept.
Here we will not attempt to explicate the no-
tion of consciousness further, except insofar as
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Accessibility
We also want to capture notions like “trying to
remember,” “having difficulty remembering,”
and “failing to remember.” To support ideas
like these, we need to introduce further struc-
ture in our theory of concepts in memory. We
need the idea that some concepts in memory
are more accessible than others.

Thus, concepts in memory at a particular
time have an accessibility, which is an element
in a partial ordering. Accessibility is a function
mapping a concept, an agent’s memory, and a
time into an element of the partial ordering.

Accessibility may or may not be comparable
across agents. You may have an easier time re-
membering, say, the laws of elementary me-
chanics, than others do, but normally we could
talk of that in behavioral terms.

Once we have accessibility, we can talk of in-
accessibility as well. We often have the experi-
ence of not being able to remember something
at one particular time and being able to re-
member the same thing a little later. Some-
times the accessibility of a concept is so low,
the concept is inaccessible.

Thus, for any given agent, there is an acces-
sibility value (in the partial ordering) below

certain properties of consciousness are relevant
to memory. But one could develop a much
richer theory of conscious thought that cap-
tures more of its commonsense properties. In
fact, in other work, we have done just that for
one aspect of conscious thought—envisioning
the causal consequences of actions and events
in the world.

An agent stores a concept in memory when
there is a change from a state in which the
concept is in the agent’s focus but not in the
memory to one in which it is in the memory.
The concept may or may not still be in focus.

Similarly, to retrieve a concept from memory
is to change from a state in which the concept
is in memory and not in focus to one in which
it is still in memory but also in focus.

The actions store and retrieve are relations
between agents and concepts at particular
times.

The only way for a concept to get into an
agent’s memory is for it to be stored. (This
rules out preexisting Platonic ideals in the
memory, as in Plato’s Meno.) Moreover, think-
ing about something—having the concept in
focus—is a prerequisite for having it in mem-
ory.
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which concepts cannot be retrieved from
memory. We can call this the “memory thresh-
old,” or mthreshold. (See figure 2.)

Our theory is silent on how long a particular
concept retains a particular accessibility value.
After all, that is one of the mysteries of human
existence and would not be a part of any com-
monsense theory. However, we can explicate
some features of the causal structure underly-
ing changes in accessibility, and we do that in
the next section.

Associations and 
Causing to Remember
One concept can remind an agent of another
concept. This occurs when the first concept be-
ing in focus causes the second to be in focus as
well. If our theory of memory is going to sup-
port a notion of “reminding,” we will need an
account of how this could happen.

One concept can be associated with another
for a given agent. The specific kinds of associa-
tion could be partially explicated in a theory of
the structure of information or other common-
sense theories. For example, inferentially relat-
ed concepts are associated for agents that know
the inferential relations. Parts are associated

with wholes, and instruments are associated
with the actions they play a role in. Two con-
cepts might be associated for an agent for a
completely random reason; someone might as-
sociate the color red with his or her first-grade
teacher. Associations between concepts might
be set up on a temporary and ad hoc basis; for
example, someone might associate a string
around his or her finger with the action of buy-
ing toothpaste at the grocery on the way home
from work on a particular day.

In our theory of memory we do not attempt
a deeper analysis of the idea of association;
rather we concern ourselves with the causal
consequences of concepts being associated. In
the current theory we take associations to be
dependent on agents but not on times, al-
though times could easily be incorporated.

The basic fact about association in the theory
of memory is that if you remember something,
that will raise the accessibility of the concepts
that are associated with it. (See figure 3.)

All of the predicates and functions we have
introduced so far—focus, memory, inm, store, re-
trieve, accessibility, mthreshold, and associat-
ed—have been explicated in our theory of
memory in axioms in first-order predicate cal-
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for work, relying on the natural association be-
tween dishwasher soap and dishwashers. We
might try to remember someone’s name by
running through the letters of the alphabet
and hoping that the first letter of the name is
associated strongly enough with the name to
cause the name to be retrieved.

A theory of goals would have to include an
explication of a partial ordering of importance.
A concept is more or less important to an agent
at a particular time, depending on the relation
of the concept to the agent’s goals. The impor-
tance associates the concept to the goals.

There is at least a defeasible monotonic rela-
tion between the importance of a concept and
its accessibility. The greater the importance of
a concept, the more accessible it is. This rela-
tion is a key part of an explanation for why a
man’s forgetting his wedding anniversary
might cause his wife to get angry. If it had been
important to him, he would have remembered.

Ability, Trying, 
Succeeding, and Failing
A theory of goals and planning would also
have to have an explication of the notions of
ability, trying, succeeding, and failing. In other

culus (Gordon and Hobbs 2003). Figure 4 is
one of the more interesting examples of an ax-
iom, the one that says that thinking of some-
thing raises the accessibility of associated con-
cepts.

Figure 4 says that if concept c1 is associated
with concept c2 for agent p, who has focus f,
then if there is a change from c1 not being in p’s
focus f to c1 being in f, then that causes an in-
crease in the accessibility of c2 for p. The use of
logical expressions inside the predicates cause
and change could be eliminated by reifying the
inm, accessibility, and change relations, as in
Hobbs (1985, 2003). This increase in accessibil-
ity may or may not be enough for p then to re-
trieve c2.

It needs to be part of a theory of thinking or
envisionment that agents can cause themselves
to have a concept in their focus of attention.
Then because of associations among concepts,
agents have a causal structure they can manip-
ulate to bring about retrievals from memory.
This gives rise to strategies for remembering
that involve calling to mind related concepts.
For example, someone might place a box of
dishwasher soap at the front door to remind
him to turn on the dishwasher before leaving
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work, we have at least sketched what the ax-
iomatization would look like. All of these con-
cepts concern an agent’s manipulations of the
causal structure of the world to achieve goals.

For an agent to try to achieve some eventual-
ity is for the agent to perform actions that, it is
believed, tend to cause the eventuality, where
the eventuality is a goal of the agent. Further-
more, the agent should have the goal that those
actions cause the eventuality. This rules out the
case where the agent has a goal, performs ac-
tions that tend to cause the goal, but does not
do these actions with the intention of bringing
about the goal, but rather for some other rea-
son.

To succeed in an attempt is to bring about
that goal in actuality. To fail in an attempt is to
attempt but not succeed.

Ability is much more difficult to character-
ize. We first begin with the notion of possibili-
ty. An eventuality is possible with respect to a
set of constraints if the constraints do not en-
tail the eventuality not occurring. 

Planning is a matter of exploiting the causal
structure of the world in order to achieve goals.
These plans will typically require that, in addi-
tion to actions on the part of the agent, certain
conditions that are beyond the control of the
agent be true in the world. For example, we can
drive a car to work if the streets aren’t flooded.
An agent is able to achieve some effect if and
only if the required world conditions beyond
the agent’s control are right whenever the
agent has the goal of achieving that effect. In
other words, an agent is able to do something
if that something is possible with respect to a
set of constraints that includes the agent’s de-
sire to do it and the right world conditions be-
ing true.

Because people can cause concepts to be in
focus, and this may cause them to remember
other concepts, people have an ability to re-
member things. It is also possible for people to

try to remember things, and thus to succeed or
fail to remember things.

The Meaning of “Remember” 
and “Forget”
The English word remember can refer to a range
of notions. At the simplest level, it can mean
that the agent has the concept in memory and
that it is accessible, but not necessarily in focus.
In this sense, you remembered 20 minutes be-
fore encountering this sentence that Columbus
discovered America in 1492. Even though the
fact was not in focus, it was accessible in mem-
ory. Thus, to remember a concept is to have the
concept in memory with accessibility above
the memory threshold.

A somewhat stronger notion of remember-
ing is when there has actually been a retrieval
from memory. For a concept to be retrieved is
for it to be remembered.

This rule was deliberately stated in the pas-
sive. There is no commitment to the agent’s
agency in the retrieval of a concept as we de-
fined retrieve. Retrievals just happen. Thus, this
notion of remembering covers cases where a
fact simply pops into a person’s head, with no
prior effort or intention.

A stronger sense of “remember” is one in
which the agent plays a causal role in the re-
membering. This happens when we are told to
remember who the president of the United
States is, and somehow immediately we do.
This sense of “remember” is what is conveyed
in imperatives like 

Remember that bears are unpredictable.

(Often such sentences are used to invite the
hearer to draw an inference rather than retrieve
something from memory, but in these cases it
implies that it was already in memory.)

This definition of remembering is silent
about whether the causality is immediate or
there are intermediate actions on the agent’s
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Figure 4. Axiom for Accessibility by Association.



hence an intention. As with all actions, a per-
son can succeed or fail at remembering to do
something. 

Memory and Reasoning about Beliefs
A common and serious problem in classical AI
theories of belief and reasoning about belief
(for example, Moore 1985) is that of logical
omniscience. The simplest ways of enabling an
agent to draw conclusions from its beliefs have
the side effect that an agent believes all the log-
ical consequences of its beliefs. Thus, if some-
one knows the axioms of set theory, one knows
all of mathematics. 

This obviously does not correspond with our
experience, and numerous researchers have de-
vised theories that work around this unfortu-
nate consequence in various ways (for exam-
ple, Konolige 1985).

Our theory of memory provides a natural
way to work around this. A classical theory of
belief would say that if an agent believes P and
believes that P implies Q, then the agent be-
lieves Q. In our theory of memory, we insist in
addition that the beliefs be in the focus of at-
tention. Thus, if an agent is focused on its belief
P at time T and is at the same time focused on
its believe that P implies Q, then the agent will
believe Q immediately after t. Thus, inferences
are limited by the premises that are in focus. 

In fact, mathematicians often fail to prove
theorems, even though they know all the re-
quired premises, because they do not see the
premises as relevant to this problem and thus
they do not come to be in focus.

Repressing
At least since the time of Freud, our common-
sense theories include the notion that memo-
ries can be repressed. The passive formulation
of repressed requires less in the way of ontology
than the active action of repressing, so we will
consider that first. 

If a concept is repressed at a particular time
for an agent, then the concept is in the agent’s
memory, but its accessibility is less than the
memory threshold. Moreover, if a concept is re-
pressed, it is unpleasant to the agent. (The
predicate unpleasant would have to be explicat-
ed in a theory of emotions and a theory of
goals.) Finally, the unpleasantness of the con-
cept plays a causal role in the concept’s being
repressed.

It is problematic to say that an agent repress-
es a memory. We may want to say in a theory
of envisionment, or thinking, or conscious-
ness, that agents are aware of what they are do-
ing. But to store something in memory in a
way that it cannot be accessed is as contradic-

part designed to jog the memory. A stronger
notion of remembering involves the latter.
There is a distinct attempt to retrieve some-
thing from memory, and it succeeds. Since suc-
ceed as characterized above entails trying, we
can simply say that to succeed in retrieving is
to remember.

There are at least two levels of forgetting. In
the simplest, the accessibility of a concept in
memory has fallen below the memory thresh-
old. To forget a concept is for the accessibility
of the concept to change from being above the
memory threshold to being below it.

It is a theorem in this theory that if an agent
forgets something at a particular time, he does
not remember it at that time, under any inter-
pretation of remembering. 

One might argue that another sense of “for-
get“ occurs when something is not remem-
bered at the appropriate time, even though it
was accessible. For example, someone dashes
into the surf, is pulled out to sea, is rescued,
and says, “I forgot about the undertow.” One
could say the concept was accessible; it just
wasn’t accessed. But it is probably cleaner to
say that its accessibility changed, since there
will be many factors that induce changes in ac-
cessibility, and to stick with our first character-
ization of “forget.”

Our characterizations of the meanings of
“remember” and “forget” illustrate an impor-
tant relation between core commonsense the-
ories and the lexicon of English or any other
language. The core theory of some knowledge
area is constructed in a careful, coherent way,
and the predicates axiomatized in the core the-
ory can then be used to characterize the vari-
ous uses of the related lexical items. This shows
the way toward a deeper lexical semantics than
has heretofore been possible.

Remembering to Do
Our plans for achieving goals spread across
time. For example, the goal of eating dinner
tonight might involve stopping at the grocery
store on the way home. The timely perfor-
mance of an action requires us to be conscious-
ly aware of the need to perform the action at
the time of its performance. Since things can-
not be retained continuously in the focus of at-
tention, it is necessary to remember to do ac-
tions before doing them. Thus, as a precon-
dition for doing an action, remembering to do
it must also be a part of the plan of which the
action is a part.

An action taking place at a particular time is
enabled by being in the agent’s focus of atten-
tion at that time. Thus, remembering to do
something can become part of a plan, and
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tory as being told not to think of an elephant.
There are two ways around this problem. The
first is to say that there are some actions that an
agent may do without being conscious of
them. The second, the Freudian approach, is to
say that agents have within them subagents
that can perform actions the superagent is not
aware of. These two approaches are probably
equivalent.

Discussion and Conclusions
In this article we have argued that the central
challenge in commonsense knowledge repre-
sentation research is to develop content theories
that achieve a high degree of both competency
and coverage. We described a new methodology
for constructing formal theories in common-
sense knowledge domains that complements
traditional knowledge representation ap-
proaches by first addressing issues of coverage.
We have shown how a close examination of a
very general task (strategic planning) leads to a
catalog of the concepts and facts that must be
encoded for general commonsense reasoning.
These can be sorted into a manageable number
of coherent domains, one of which is the rep-
resentational area of commonsense human
memory. We can then elaborate on these con-
cepts using textual corpus-analysis techniques,
where the conceptual distinctions made in nat-
ural language are used to improve the defini-
tions of  the concepts that should be expressible
in our formal theories. These representational
areas can then be analyzed using more tradi-
tional knowledge representation techniques, as
demonstrated in this article by our treatment of
commonsense human memory. 

Commonsense human memory is a particu-
larly interesting domain with which to illus-
trate this approach. Although human memory
has been extensively studied in psychology,
there have been very few attempts at formal ax-
iomatizations, and those that do exist (for ex-
ample, Davis 1994) are extremely limited in
scope. As in previous work, however, we also
believe that the importance of inferential the-
ories of commonsense memory will be most
evident in future planning systems, where re-
membering is a crucial element in plans aimed
at achieving goals over long periods of time.

Commonsense human memory is just one
of the 30 commonsense psychology represen-
tational areas that we are formalizing in the
context of this research effort. Significant chal-
lenges remain to be addressed, including issues
surrounding the integration of all 30 of these
representational areas within a larger reasoning
framework. By taking an approach to knowl-

edge representation that is based on an analysis
of natural language, the opportunities ahead
include the development of natural language
processing systems that can more easily take
advantage of commonsense theories and auto-
mated inference than is possible in current sys-
tems. The central vision, however, is one day to
construct AI systems that know enough about
the commonsense models that people have of
themselves to better serve the needs of their
users.
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