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One of the most exciting emerging areas of research in
AI today involves the study and development of what
I will refer to as holistic systems. These are AI systems

that involve an end-to-end integration of many computa-
tional elements composing various stages of perception, lan-
guage, cognition, and action. One, sort of canonical, exam-
ple of such a holistic system, would be a cognitive robot in
which these stages of computation were grounded in the real
world (Ortiz 2016). Such holistic systems are to be contrast-
ed with narrower systems that employ a much smaller num-
ber of elements (say, a natural language interface to a data-
base) and in which design considerations are not as
challenging. 

As virtual personal assistants (VPAs) become more capable,
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they will also increasingly require a holistic design
perspective. At Nuance we are developing assistants
that can engage in extended task-centered dialogues
and that involve the coordination of many complex
modules, including speech recognition, named-enti-
ty recognition (NER), morphological analysis, syn-
tactic and semantic parsing, pragmatics, dialogue
processing, reasoning and planning, and interopera-
tion with external content sources on the web. One
such system under development is an automotive
assistant that is, additionally, connected to a suite of
on-board actuators as well as perceptual sensors that
can provide contextual information. Such a complex
pipeline of technologies raises many challenges.
Pragmatically speaking, such VPAs must necessarily
involve a hybrid collection of technologies: there is
no single existing technology that can support all of
the system components. 

Even an individual module can involve a hybrid
approach: for example, our own NL processor cur-
rently combines our own research in multicontext
free grammars (Stabler 2013) with an LSTM neural
net to support supertagging to speed up local parsing
decisions (Lewis, Lee, and Zettlemoyer 2016). In fact,
many of the system modules that we are developing
involve a mixture of deep learning and symbolic
approaches. 

Technologically speaking, such systems present an
enormous chicken and egg problem: of course, indi-
vidual modules and interfaces between them must be
very well defined, but attention must also be paid to
the feedback paths that are necessary between com-
ponent modules: in human terms, language must be
integrated with cognition. For example, knowledge
and reasoning should inform language processing
and dialogue processing requires reasoning about
tasks but must also incorporate linguistic resources.
Knowledge resources must be able to make the sorts
of distinctions found in language. NER can depend
on information residing in back-end data stores. A
natural language semantic component might make
use of a linguistic ontology for the purposes of sense
disambiguation, and choices at that point in the
pipeline might need to be reconciled with other pos-
sibilities suggested by later reasoning. General com-
monsense reasoning might be enlisted to disam-
biguate the use of identical terms in an utterance,
such as the difference in temporal span referenced by
the simple appearance of the word “tonight” in
“Book me a restaurant for tonight” versus “Find me a
flight for tonight.” Speech recognition can be
improved by applying linguistic resources common-
ly restricted to only the natural language stage of pro-
cessing. Components simply cannot be developed in
isolation of each other and then patched together,
and research in a technical domain cannot be con-
ducted without consideration of the constraints
imposed by other component AI technologies. 

VPAs also introduce an additional real-time pro-

cessing requirement: a conversation can no more suf-
fer from delays than a robot can afford excessive
deliberation in a reactive situation. This places strin-
gent demands on the back-end reasoners to support
real-time dialogue processing, for example.

A second thread of our research involves the intro-
duction of conversational and collaborative support
to VPAs. In the automotive assistant domain, the
need for such support derives from the very nature of
human-machine interaction in the car: a driver can-
not risk visual, manual, or cognitive distraction in
the course of getting information or solving a partic-
ular task (such as reserving a table at a restaurant).
The collaborative dialogue systems that we are devel-
oping focus on helping users complete end-to-end
tasks; these systems have sufficient self-awareness to
recover from failures and also drive a conversation in
productive directions. Instead, dialogue systems
found in systems today are usually required to follow
rigid user-system exchanges that are, for the most
part, predefined rather than supporting extempora-
neous and improvised dialogues. Such rigid authored
dialogues can contribute to frustration and reduce
the acceptance of such systems; the latter can be
quite costly, particularly in today’s world in which AI
has created such enormous (and sometimes, unreal-
istic) expectations. The dialogue systems that we are
developing are also well-founded in theory (Grosz
and Sidner 1986) while further extended to address
unique challenges that arise in personal assistant dia-
logues involving the revision of past decisions in a
dialogue (Ortiz and Shen 2014). We are also explor-
ing extensions having to do with multitask dialogues
and the inherent trade-offs between tasks that are
brought up for consideration by participants in a dia-
logue (Yu et al. 2016). Most recently we are investi-
gating what we call metadialogues that will, we
believe, add flexibility to VPAs by supporting graceful
recovery from failure: the latter representing a major
obstacle to the utility of VPA’s. 

The backend of our pipeline makes use of what we
refer to as big knowledge (BK): these are large reposi-
tories of commonsense knowledge that can augment
domain-specific knowledge. Big knowledge together
with associated reasoning is tightly integrated with
linguistic and dialogue processing. Since codifying all
of commonsense knowledge is a very distant AI goal,
our systems are instead designed to operate in a col-
laborative way such that the absence of some piece of
knowledge or information does not necessarily lead
to catastrophic failure: through dialogue, the system
can both inform a user of a problem or provide ancil-
lary, useful information. Secondly, the BK framework
supports incremental augmentation through data de-
confliction: the BK repository continually grows
through inputs available through learning, crowd-
sourcing, or manual curation (Noessner et al. 2015).
In addition, since the Internet represents a valuable,
continually changing source of information, we have
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developed a technology called semantic routing, that
enables new content sources to be easily integrated
into an intelligent system: semantic routing is able to
decide on the best source of information, formulate
an executable plan to acquire that information, and
then fuse that information to provide answers to
multipart queries or requests. 

Finally, we should note that the lab in which this
work was done focuses on research that leads to
research prototypes, components of which are then
spun off to the various product divisions at Nuance.
We evaluate early prototypes through controlled user
studies. The typical duration of these studies is sever-
al days, involving subject recruitment from the
demographic targeted by the eventual users. As the
prototypes (or specific components of the prototypes)

mature, we evaluate them through either A/B studies
or proof-of-concept (PoC) systems with actual cus-
tomers. These tests typically take several months and
reach a much larger audience. In all cases, feedback,
whether from controlled user studies or PoC systems,
is incorporated to improve the overall system. The
work that we have described has far reaching impact
to all of the Nuance product divisions in a very broad
way (including mobility, enterprise, and health care).
For example, all of the 150 million Nuance voice-
enabled vehicles shipped globally last year are target-
ed for such enhancements. 
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ICWSM-18 Registration Opens in March!
The Twelfth International AAAI Conference on Web and Social
Media will be held June 25 – 28 at Stanford University, Palo Alto,
California, USA. 

ICWSM-18 will include a lively program of technical talks and
posters, invited presentations, and keynote talks by Elena Grewal
(Airbnb), Miguel Luengo-Oroz (UN Global Pulse), and Sarita
Schoenebeck (University of Michigan). 

Registration information is available at the ICWSM-18 website
www.icwsm.org/2018/attending/registration. The early registration
deadline is April 27, and the late registration deadline is May 25.
For full details about the conference program, please visit the
ICWSM-18 website (icwsm.org) or write to icwsm18@aaai.org.


