
LETTERS 

Editor: 

We are currently working on a project that attempts to inte- 
grate artificial intelligence and legal reasoning for the pur- 
pose of simulating judicial decision making. The project has 
defined legal reasoning and legal analysis-the former tak- 
ing place before the latter begins. Using a historical ap- 
proach with our legal system’s basis founded in English 
common law, we attempted to examine the role of stare deci- 
sis in decision making. More extensively we examined the 
role of reasoning in legal analysis, relying on Wittgenstein 
and to some extend Hofstadter, for an explanation of the 
foundation of the thought behind man’s reasoning process. 
Legal reasoning is a specialized thought process, but reason- 
ing is generic to all processes that attempt to incorporate arti- 
ficial intelligence. Our research now lies in the area of exam- 
ining normative values and the part they play in legal 
analysis. Apart from the technical question-can a computer 
solve legal problems-we are looking at the ability of artifi- 
cial intelligence and knowledge engineering to determine 
whether or not computers can differentiate between subjec- 
tive meaning and objective representations of that meaning. 
The question now is, can the “intuitive” basis of value 
choices be programmed into an artificial intelligence data 
base? How does the fact that value judgements are choices, 
not calculations, affect the normative propositions necessary 
to any program designed to simulate legal reasoning? Law is 
replete with value judgements-is this the “right” line of 
reasoning to follow for this defendant? Is the line of reason- 
ing “good” for this defendant? Each time a judge or lawyer 
employs a form of legal reasoning, the different perspectives 
involved in the value selections made will be done so intui- 
tively, innately, (subliminally?). Can this normative, value- 
oriented thought process be categorized and enhanced 
through the use of artificial intelligence? Or will it be de- 
stroyed by the very knowledge needed to engineer it into a 
computer program? We would appreciate your comments. 
Marcia Leighninger 
Hugh Gibbons 
Franklin Pierce Law Center 
2 White Street 
Concord, New Hampshire 03301 

Editor: 

I have recently been named to the Editorial Panel of Com- 
munications of the ACM (CACM) with responsibility for arti- 
ficial intelligence. CACM is by far the widest-read comput- 
ing publication with a current circulation of over 75,000. I 
would like to encourage submissions to CACM in one of sev- 
eral forms: articles of general interest (surveys, tutorials, 
reviews), research contributions (original, previously- 
unpublished reports on significant research), and reports on 

conferences or committee meetings. Since most of the read- 
ers of CACM are not specialists in AI, the content and style of 
the articles would likely differ from those found in the AI 
Magazine. In particular, manuscripts which act to bridge the 
gap between artificial intelligence research and traditional 
computing methodologies are welcome. All contributions 
will be fully reviewed with authors normally notified of ac- 
ceptance or rejection within 3 months of receipt. 

In addition, CACM intends to devote substantial 
amounts of space to special collections of related articles. 
For examples, see the September 1985 issue on “Architec- 
tures for Knowledge-Based Systems” or the November 
1985 issue on “Frontiers of Computing in Science and Engi- 
neering . ’ ’ These special sections are usually composed of 
invited papers selected by a guest editor from the commu- 
nity, with the major focus being the explanation of AI con- 
cepts and applications to a broad community of computer 
scientists. Professional editors at ACM headquarters devote 
substantial effort in developing graphics and helping to make 
the articles readable by a wide cross-section of the comput- 
ing community. I welcome suggestions (and volunteers) 
from anybody in the AI community for such special sections. 

Articles and research contributions should be submitted 
directly to: Janet Benton, Executive Editor, CACM, 11 West 
42nd St., New York, NY 10036. 

Ideas for articles or special sections, and volunteers for 
helping in the review process to insure the highest quality of 
AI publication in CACM should be sent to me: friedland@su- 
mex (or call 415-723-3728). 
Peter Friedland 
Knowledge Systems Laboratory 
Stanford University 
Stanford, California 94305 

Editor: 
With reference to the article by Michael R. LaChat entitled 
“Artificial Intelligence and Ethics: An Exercise in the Moral 
Imagination” which appeared in Volume VII, Number 2 
(Summer 1986) of AZ Magazine, I should like to make sev- 
eral comments. 

Physical chemistry has been described “as anything of 
interest to science, ” and I believe that a study of the article 
from this viewpoint is instructive, and would be of great in- 
terest to AI researchers as well as physical scientists. 

A system capable of exhibiting “personhood” as de- 
fined by LaChat (L) would in reality represent a quasi-living 
state or system and the Turing Test would be trivial from a 
thermodynamic standpoint. “Personhood” can only be 
achieved by a thermodynamic entity and as such is subject 
first to the laws of thermodynamics. 
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A thermodynamic entity would have a built-in pain ca- 
pacity, in that pain would be equivalent to a constraint, and 
under these conditions Le Chatelier’s principle would be op- 
erative. In other words, the system would make an attempt to 
modify itself in such a way so as to minimize the constraint. 

With reference to thought taking place without the 
brain, this is the very basis of the single biological cell, in 
that the mystery of life resides in controlled transport 
through membranes. 

With reference to emergent properties such as mind at a 
certain level of organization, Thorn (Catastrophe Theory) 
would argue that from a preliving state (primeval soup) the 
synthesis of living matter demands a truly anabolic catastro- 
phe which, starting from a static state or field, will lead to a 
metabolic field. These are based on topological arguments. 

The emergence of patterns in space and time from an 
initially homogeneous mass of matter early attracted the at- 
tention of Alan M. Turing (iodine clock reaction and Liese- 
gang rings) culminating in 1952 in his epoch-making paper 
“The Chemical Basis of Morphogenesis.” This work was 
continued by the Brussels School under Ilya Prigogine re- 
sulting in the Nobel Prize winning theory of dissipative 
structures. The phenomena of chemical oscillations, for ex- 
ample, the Belousov-Zhabotinsky reaction, has attracted ex- 
traordinary interest. 

Emergence is also associated with synergetics (after H. 
Haken), phase transitions and cooperative phenomena, self- 
organization, energy dissipation, the theory of scaling laws, 
and renormalization groups, symmetry breaking, etc. 

LaChat writes that in the history of AI there are two 
basic approaches viz., the cybernetic model and the informa- 
tion processing model. There is a third approach begun by 
the author in 1950 and known only to a small group which 
included Einstein, Schrodinger, and E.J. Opik. See Cosmic 
Biology, Philosophical Library, New York, 1975 and a mon- 
ograph published under the auspices of the Boeing Airplane 
Company and the University of Washington in 1961- 
Towards the Correspondence Between Chemical Dynamics 
and the General Cosmological Problem. This is a unified 
field approach in which an attempt is made to bring so-called 
biological phenomena into the mainstream of physical the- 
ory . Within the boundaries of Opik’s oscillating universe it 
permits the derivation of mathematical equations for the 
“living state” and supports the suggestion of the Soviet sci- 
entist I.S. Shklovskii that artificial intelligence may be the 
next phase of organic evolution. The third approach is con- 
cerned with the problem of incorporating boundary condi- 
tions or topological parameters into algebraic descriptions of 
chemically reacting systems; certain aspects can be devel- 
oped by experimentation and tested in the same way. 

In the third approach (quasi-thermodynamic) the emer- 
gence of consciousness is more the result of a very large 
number of chemical events taking place within a small area 
(some form of meta-coupling or chemical resonance) rather 
than chemistry or substrate design. Further, the conscious or 

intelligent entity or state has to be a dissipative structure and 
serve a cosmological purpose. Although it is not possible to 
describe the model here, it is of interest to pass along the 
observation, that if artificial intelligence were the next phase 
of organic evolution, that due to extraordinary energy or ma- 
terial requirements, such entities or machines would have to 
be cannibalistic in nature. The cosmological driving force or 
the ultimate goal is the supreme organization of matter, and 
which in the present era must reside (short of exobiological 
entities) in or be represented by the human brain, since no 
other volume element houses such a large number of events 
in the normal course of things. It can only be challenged by 
the human zygote. 

The physicist John Tyndall remarked that “structural 
forces are certainly in the mass, whether or not those forces 
reach to the extent of forming a plant or an animal. In an 
amorphous drop of water lie latent all the marvels of crystal- 
line force. . . ” Analogous to molecular communications. 

Finally, since Michael R. LaChat has carried the classi- 
cal, purist, AI speculations to the extreme (and for which he 
should be commended) viz., assigning it or them such prop- 
erties as moral thought, pain, emotions, or even the desire to 
reproduce, or legal rights, he has entered the domain of the 
nonlinear thermodynamacist and therefore such comments 
on his article are appropriate. He has gone beyond the super- 
calculating or thinking machine and if history is any criteria, 
concerned himself with the quasi-living state. Speculations 
by the undersigned on Information-its Physicochemical 
Origins and Nature, have resulted in the new science of Elec- 
trotopography (ETG); see pages 89 to 126 in Proceedings of 
AZ ‘8.5 (Tower). 

Steel (that wonderful exotic mixture of pure iron and 
carbon) is the greatgrandfather of artificial intelligence, in 
that the transistor was discovered by investigations of the 
electrochemistry of steel corrosion. (steel-transistor-IC- 
computers-AI). It has been said that all great advances in 
human civilization have followed an advance in metals tech- 
nology; Bronze Age, etc. Whether he is aware of it or not, 
the questions that LaChat is raising must ultimately center 
upon the most difficult problem, viz., does morality have a 
thermodynamic basis? The undersigned would be inclined to 
think so. However, as Max Planck showed us, nature or nat- 
ural phenomena are most interesting when they exhibit dis- 
continuities, and this is what Turing was looking for in his 
work on Chemical Morphogenesis. 
Respectfully, 
Minas Ensanian 
Chairman 
Electrotopograph Corporation 

Editor, 

Michael LaChat’s paper, “AI and Ethics: An Exercise in the 
Moral Imagaination, ” states “we can say that the (Franken- 
stein) monster is claiming that he was the improper subject of 
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a poorly-designed nontherapeutic experiment.” This is 
not the case. The monster was complaining because Frank- 
enstein abandoned him and thrust him out without the neces- 
sary knowledge to deal with the world. The monster de- 
scribes how he was tormented by hunger and thirst, and how 
he had to learn to see and to communicate all on his own. 
This is the gist of the quote included by the author, “. . . 
(Adam) was allowed to convene with, and acquire knowl- 
edge from, beings of a superior nature, but I was wretched, 
helpless, and alone. ’ ’ 

Most readers of Frankenstein would answer the ques- 
tion posed by LaChat “Is the construction of an AI an im- 
moral experiment?” as follows: “yes, it is immoral if it in- 
volves the creation of a feeling creature that is made to suffer 
to no purpose.” 
Oscar Firschein 
AI Center 
SRI International 
Menlo Park, California 94025 

DEAKIN UNIVERSITY 
GEELONG -AUSTRALIA 

Professor in Computing 
and Mathematuzs 

Applications are invited for appointment to the second Chair in 
the Division of Computing and Mathematics Deakin 
University has grown rapidly since its establishment in 1977, 
and the likely continuation of thisgrowth presents challenging 
opportunities for innovation, leadership and entrepreneurial 
acumen 
The University is seeking a Professor to provide adacemic 
leadership in computer science and across its interface with 
mathematics The appointee will be expected to play a major 
role in the expansion of research and graduate studies, the 
implementation of a Master of Information Technology 
program, and the growth of external funding initiatives in 
collaboration with industry and business 
Preferably the appointee will have a strong background in 
artificial intelligence, but applications are also encouraged 
from persons with expertise in computational complexity or 
communications technology 
Salary: A$58,348 The University would consider filling the 
post by secondment and reserves the right to invite appli- 
cations, or not to make an appointment 
Enquiries of an academic nature may be directed to the 
Chairperson of the Division, telephone (052) 47 1243 
Additional information concerning this tenured position is 
available from the Personnel Branch at the address below 
Applications (quoting reference number 86/66), should 
includeafull curriculumvitaeand thenamesandaddressesof 
three referees Applications should reach the Personnel 
Branch, Deakin University, Geelong, Victoria, Australia, 3217 
by 14 November, 1986 Equal Opportunity is University Policy 

Are You Looking for a 
Challenge in Machine Vision 
Knowledge-Based Systems? 
KLA Instruments Corporation is looking for bright, dedi- 
cated professionals to meet the challenge of developing 
leading edge knowledge-based systems for machine 
control. We’re using existing Al technology to actually 
get new KLA products out the door. If you have exper- 
ience in knowledge representation, pattern recognition or 
vision related artificial intelligence, with an MS or PhD in 
CS, EE, Math or Physics, as well as hands-on experi- 
ence on LISP workstations, then explore opportunities at 
KLA. We’re committed to building the leading industrial 
oriented systems incorporating high speed computer, 
vision/Al technology to do specific tasks, including: 

l Automatic inspection 
0 Au toma tic Defect Classification 
0 Expert Level Machine Control 
l Feature Extraction 

- 

- 

Our development efforts involve small multidisciplin- 
ary teams with backgrounds in CS, EE, Math, Mech- 
anical Engineering and Physics, oriented to building 
successful commercial products. You will have the 
opportunity to work on entire life cycle development 
from idea to first shippable products. 

Since 1975, KLA has had a consistent record of 
growth and success as the major manufacturer of 
computer vision based industrial inspection systems. 
KLA offers excellent compensation and a compre- 
hensive benefits program. Please send your resume 
and salary history in confidence to: Dr. David 
Braunschweig, KLA Instruments Corp. 3901 Burton 
Dr. PO Box 58016, Santa Clara, CA 95052. We are 
an equal opportunity employer. Principals only. 

KM KIA Instruments Corporation 
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